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Overview

• AI plays an integral role in our lives, raising concerns about the 
ethics of AI systems

• Responsible AI: A movement towards fair, unbiased and 
explainable AI systems

• Questions:
• How do we model bias and fairness?

• How do we measure bias in practice?

• How do we mitigate bias and create fair systems?

• How do we explain the decisions of complex systems?

• How do we explain unfairness?
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Outline

Lecture 1 (Monday 15/7) – Panayiotis Tsaparas

• Bias and discrimination in AI systems: Sources of bias, definitions and 
models of fairness

Lecture 2 (Tuesday 16/7) – Eirini Ntoutsi

• Bias mitigation

Lecture 3 (Wed 17/7) – Kostas Stefanidis

• Solutions for mitigating unfairness in concrete contexts

Lecture 4 (Thu 18/7) – Eirini Ntoutsi

• Explainable AI: Models and methods

Lecture 5 (Fri 19/7) – Evaggelia Pitoura

• Connections between fairness and explanations
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Bias and discrimination in AI 
systems: Sources of bias, 

definitions and models of fairness

Lecture 1
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Intoduction
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The AI revolution is here

• Automated, or semi-automated AI systems are used widely in 
our everyday lives
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The AI revolution is here

• Searching for information
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The AI revolution is here

• Getting news and knowledge
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The AI revolution is here

• Managing our (online) social life
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The AI revolution is here

• Entertainment

ESSAI 2024 |  11



The AI revolution is here

• Dating
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The AI revolution is here
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• Buying products



The AI revolution is here

• To a large extend AI algorithms shape our view of reality, our 
opinions, our beliefs, who we are. 

• These systems rely on sophisticated algorithms trained on huge 
amounts of data for performing
• Recommendations

• Classification

• Ranking

• Risk estimation

• Representation learning

• Content generation
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The AI revolution is here

• The use of AI has extended beyond services 
that facilitate our lives, to systems that make 
critical decisions
• Precision medicine systems, for diagnosis, 

prognosis, and treatment

• Financial software for credit score estimation, 
loan approval, trading 

• Law enforcement systems for surveillance, 
suspect detection, sentencing

• School admissions, job recruiting

• Self-driving cars, autonomous agents, drone 
weapons

• Applications of AI for commonly “human” tasks, 
such as art creation, legislation, personal contact.
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Is AI a threat?

• The widespread use of AI algorithms has led to concerns about 
AI acting in harmful ways towards humans
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• Misinformation – Fake news

• Bias - Unfairness

• Toxicity

• Echo chambers – Filter Bubbles

• Hallucinations

• More: 
https://incidentdatabase.ai/



Blackbox AI

• These fears are exacerbated by the opaqueness of AI systems
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Responsible AI

• Responsible AI is an umbrella term for 
investigations into legal, ethical and moral 
standpoints of autonomous algorithms or 
applications of AI whose actions may be safety-
critical or impact the lives of citizens in significant 
and disruptive ways. (Taylor et al, 2018)

• 4 Ethical Principles
• Respect for human autonomy

• Prevention of harm

• Fairness

• Explicability

• A highly interdisciplinary field

• In this course:
• Fairness-aware Machine Learning 

• Explainability
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Source: Image

Source: https://ec.europa.eu/futurium/en/ai-alliance-consultation.1.htm

https://ec.europa.eu/futurium/en/european-ai-alliance/responsible-ai-key-themes-concerns-recommendations-european-research-and.html
https://www.telefonica.com/en/communication-room/blog/a-fit-for-purpose-and-borderless-european-artificial-intelligence-regulation/


Case studies
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And this concern has not been without reason: 

a steady stream of empirical findings has shown that data-

driven methods can unintentionally both encode existing 

human biases and introduce new ones.

A Snapshot of the Frontiers of Fairness in Machine Learning

By Alexandra Chouldechova, Aaron Roth

Communications of the ACM, May 2020, Vol. 63 No. 5, Pages 82-89



Algorithmic Bias Examples: COMPAS

(1) https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

The COMPAS recidivism 

prediction
• Risk assessment algorithm for

predicting recidivism
• Used in courts in the US for bail 

and sentencing decisions
• Exhibits bias towards African-

Americans
• Study by ProPublica 



Algorithmic Bias Examples: NLP

(2) Bolukbasi et al. "Man is to computer programmer as woman is to homemaker? debiasing word embeddings." NeurIPS (2016).

Word Embeddings

• Trained on a corpus of Google News texts, used in downstream 

ML tasks.

• Reproduce female/male gender stereotypes (e.g., "doctor" is 

more similar to man than to woman



Algorithmic Bias Examples: NLP 

Large Language Models

• GPT-2 generates text with negative stereotypes for black, women and 

gay demographics

Shang et al., The Woman Worked as a Babysitter: On Biases in Language Generation, EMNLP 2019



Algorithmic Bias Examples: NLP 
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More ChatGPT examples



Algorithmic Bias Examples: Recruitment

Amazon recruitment

• In 2015, Amazon realized that their algorithm used for hiring 
employees was biased against women

• The algorithm was trained on the number of resumes submitted 
over the past ten years

• Most of the applicants were men, it was trained to favor men 
over women.

• The algorithm did not use the gender of the applicant, but it still  
learned to identify words and patterns related to men and
women.
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( https://www.theguardian.com/technology/2018/oct/10/amazon-hiring-ai-gender-bias-recruiting-engine



Algorithmic Bias Examples: Job Ads

Facebook Inc. disproportionately shows certain types of job ads to men and 
women. 
(study led by USC researchers)

Job ads were more likely to be shown to users if their gender identity 
reflected the concentration of that gender in a particular position or industry

Example: Ads for delivery driver job listings that had similar qualification 

requirements but for different companies. 

● The ads did not specify a specific demographic. 

● One was an ad for Domino’s pizza delivery drivers, the other for Instacart drivers. 

● Instacart has more female drivers but Domino’s has more male drivers. 

● Facebook targeted the Instacart delivery job to more women and the Domino’s delivery 

job to more men.
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https://www.wsj.com/articles/facebook-shows-men-and-women-different-job-ads-study-finds-11617969600



Algorithmic Bias Examples: Service provision 

• Amazon same-day delivery service, in 6 major cities 
excludes many ZIP codes that correspond to 
neighborhoods predominantly inhabited by black people

• Amazon claims that race was not used in their models, 
rather that ZIP codes within cities are only excluded 
based on cost and efficiency calculations related to the 
proportion of Prime members in an area and the 
distance between the area and the closest Amazon 
warehouse.

ESSAI 2024 |  27

1Source: https://www.bloomberg.com/graphics/2016-amazon-same-day/

http://www.bloomberg.com/graphics/2016-amazon-same-day/


Algorithmic Bias Examples: Fraud risk

Dutch Tax authority fraud risk assessment

• Dutch tax authorities used a self-learning algorithm to create 
risk profiles to spot childcare benefits fraud.

• The criteria for the risk profile were developed by the tax 
authority, having dual nationality (targeting immigrants, and 
minority ethnic groups) was marked as a big risk indicator, as 
was a low income.

• Several families were wrongfully accused resulting in severe 
economic and personal cost.

• The Dutch government was forced to resign, and the tax 
authorities face a €3.7 million fine
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https://www.politico.eu/article/dutch-scandal-serves-as-a-warning-for-europe-over-risks-of-using-algorithms/



Algorithmic Bias Examples: Health care risk

Health care risk assessment software:

• Aims to assess the risk of a patient requiring special care

• Heavily favors white patients over black patients

• The software uses the cost of past treatments to estimate the 
medical needs of the patient.

• For a variety of reasons (income included) black patients had
lower cost of past treatment, while more likely to develop 
chronic illnesses that would require special care.
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(6) https://www.scientificamerican.com/article/racial-bias-found-in-a-major-health-care-risk-algorithm/



Algorithmic Bias Examples: Image Search

• CEO Google Image Search 

• Telemarketer Google Image Search

ESSAI 2024 |  30https://www.washington.edu/news/2015/04/09/whos-a-ceo-google-image-results-can-shift-gender-biases/

Similar discrepancies 

for other searches, 

e.g., nurse and doctor

The percentages do 

not match the 

baseline percentages



Algorithmic Bias Examples: Face Recognition

• The Detroit police wrongfully accused and 
arrested a black man for a felony, using video 
from a cell phone. 

• He was identified as a suspect by the facial 
recognition software and confirmed by the 
victim.

• Detroit police uses facial recognition software 
for suspect identification for several years, 
although it is known to not work as well for 
black people as for white people.
• This is because it is trained with data of mostly white 

people.
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https://eu.freep.com/story/news/local/michigan/detroit/2020/07/10/facial-recognition-detroit-michael-oliver-robert-williams/5392166002/



Algorithmic Bias Examples: Computer Vision

• The White Guy Problem (source): “If a system is trained on
photos of people who are overwhelmingly white, it will have a
harder time recognizing nonwhite faces.”
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The PULSE algorithm (Menon et al, 2020) takes pixelated faces and turns them into high-resolution
images. Input a low-resolution picture of Barack Obama, the first black president of the United States,
into an algorithm designed to generate depixelated faces, and the output is a white man

https://www.nytimes.com/2016/06/26/opinion/sunday/artificial-intelligences-white-guy-problem.html
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Bias



Bias definition 

According to Oxford English Dictionary:

• an inclination, or prejudice for, or against one person, 
or group, especially in a way considered to be unfair 

Overloaded term used to capture various forms of 
misusing data and information, prejudice behavior, and 
favoritism. Also, various interpretations in ML

• Two categories:

• Human/Societal biases

• Statistical/Algorithmic biases
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Human/Societal biases

• Societal biases: Systemic biases due 
to objectionable social structures 
(e.g., systemic racism against
minorities)

• Human biases: Various cognitive 
biases, such as confirmation bias, 
recency bias, framing bias, etc.

• Such biases enter AI systems via the 
user-generated data on which the 
algorithms are trained.
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Machine Learning Pipeline

• The Machine Learning pipeline, consists of different steps

• Bias may appear in any of these steps
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Patterns

Knowledge

Transformed data

Target data

Preprocessed data

Data



Algorithmic bias

• Biases in data collection and preparation
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Harini Suresh, John Guttag, A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle, EAAMO, 2021



Algorithmic bias
• Biases in data collection and preparation
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Harini Suresh, John Guttag, A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle, EAAMO, 2021

Historical bias: Societal biases in the data. 

For example, in census data, men are are overrepresented in some professions. 

Or historically text depicts nurses as women. 



Algorithmic bias
• Biases in data collection and preparation
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Harini Suresh, John Guttag, A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle, EAAMO, 2021

Representation bias: 

Certain groups are under-represented in the data, or are sampled in an uneven and biased wayway.

The task does not match the existing data 

(e.g., face or location images)



Algorithmic bias
• Biases in data collection and preparation
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Harini Suresh, John Guttag, A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle, EAAMO, 2021

Measurement bias: 

The way we measure certain features or target variables is oversimplified, inconsistent, or inaccurate. 

(e.g., COMPAS)



Algorithmic bias

• Biases in the model creation and deployment
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Harini Suresh, John Guttag, A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle, EAAMO, 2021



Algorithmic bias

• Biases in the model creation and deployment
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Harini Suresh, John Guttag, A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle, EAAMO, 2021

Aggregation bias: 

Treating all data in the same way, ignoring special cases

E.g., offensive words in some setting may be acceptable in another.



Algorithmic bias

• Biases in the model creation and deployment
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Harini Suresh, John Guttag, A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle, EAAMO, 2021

Learning bias: 

Optimize specific metrics in models that boost bias

E.g., optimizing model compactness focuses on the frequent cases.



Algorithmic bias

• Biases in the model creation and deployment
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Harini Suresh, John Guttag, A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle, EAAMO, 2021

Evaluation bias: 

Use benchmarks that are not representative of reality.

E.g., image benchmarks with faces.



Algorithmic bias

• Biases in the model creation and deployment
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Harini Suresh, John Guttag, A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle, EAAMO, 2021

Deployment bias: 

Use model output in an unintended way.

E.g., use recidivism risk for determining sentence length.



Reinforcing bias

The User-Data-Model feedback loop

• Users introduce societal and human 
bias to the data

• Biased data are used to train models 
that incorporate such biases

• Biased decisions are presented to 
the users that amplify their pre-
existing biases.

• E.g., filter bubble creation
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Debiasing AI

Goal: Remove the biases to achieve fair algorithms
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Fairness
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Fairness

Equality

Treat everyone 

the same

Equal treatment

Equity

Treat 

everyone 

according to 

their needs

Equal results

No barriers

What is fair?

A deeply philosophical question with no clear answer



Algorithmic Fairness

Lack of discrimination: an algorithm should not be influenced by 
protected, or sensitive attributes, such as  gender, religion, age, 
sexual orientation, race

Definitions of fairness:

• Individual fairness: Similar individuals should be treated in a 
similar manner 
• Harder to define and attain

• Group fairness: Groups of individuals defined according to their 
protected attributes should be treated similarly/fairly.
• Easier to define, better understood



Types of Harms as a Result of AI Bias

• Allocative Harms
• When a system withholds certain groups an 

opportunity or a resource.

• Representational Harms
• When systems reinforce the subordination of 

some groups along the lines of identity—race, 
class, gender, etc., they create stereotype 
perpetuation and cultural denigration.

• In this lecture we will consider Allocative 
Harms and Classification

5
1Responsible Artificial Intelligence: Lecture 2 - Fairness Notions in AI

news, social media, hate speech,

disinformation, surveillance

banking, hiring, education,

compensation

Relevant ML tasks:

classification, regression

K. Crawford (2017). The Trouble with Bias, NIPS 2017 Keynote (link to the YouTube video)

Relevant ML tasks:

Clustering, representation learning

https://www.youtube.com/watch?v=fMym_BKWQzk


Individual Fairness

Distance-based

• Define a distance 𝑑 between individual inputs and a distance 𝐷
between the outputs

𝐷 𝑂 𝑥 , 𝑂 𝑦 ~ 𝑑 𝑥, 𝑦

• How to define distances, especially in the input space
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Cynthia Dwork, Moritz Hardt, Toniann Pitassi, Omer Reingold, Richard S. Zemel: Fairness through 

awareness. ITCS 2012: 214-226



Individual Fairness
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𝑉 be a set of individuals.

Distance metric d: V × 𝑉 → 𝑅
▪ Task-specific

▪ Expresses ground truth (or, best available 

approximation)

▪ Externally imposed, e.g., by a regulatory body, or 

externally proposed, e.g., by a civil rights organization

▪ Made public, and open to discussion and refinement.

x

y
d(x, y)

Similarity of input



Individual Fairness
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Probabilistic classifier 𝑀 that maps

individuals in 𝑉 to probability

distributions over outcomes A

▪ To classify x ∈ V, we choose an

outcome a ∈ A according to

distribution M(x)

Lipschitz Mapping: a mapping M: V -> Δ(Α) satisfies 

the (D, d)-Lipschitz property, if for every x, y ∈ V,                                                     

𝐷 𝑀 𝑥 −𝑀 𝑦 ≤ 𝐿 𝑑 𝑥, 𝑦 where D is a 

distance measure between probability 

distributions

Similarity of outcome



Counterfactual Fairness

Related to Individual Fairness:

• A decision is fair towards an individual, if it is the same in both 
the actual world and a counterfactual world where the individual 
belonged to a different group

• Related also to causal inference.
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Group Fairness

• Individuals divided into groups based on the value of one or more  
protected attribute, e,g, males, females
• We want the two groups to be treated equally by the classifier

• For example, this classifier is not fair to the female group which 
always receives a negative label

56

males

femalesTraditional decision

boundary (linear

classifier)

Fe
at

u
re
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Group Fairness

Notation:

• Individuals are partitioned into groups 𝐺 = {𝑔, ҧ𝑔}, 𝑔 the 
protected group

• Class label 𝑌 = 0,1 , 1 the positive class (desired output)

• Predicted class label 𝑌
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Group Fairness: Statistical parity

• Compare the probability of a favorable outcome for the protected 
group with the probability of a favorable outcome for the non-
protected group

𝑃 𝑌 = 1 𝐺 = 𝑔]

𝑃 𝑌 = 1 𝐺 = ҧ𝑔]
= 1

• Demographic parity (statistical parity, independence) preserves the 
input ratio: the demographics of the individuals receiving a favorable 
outcome the same as demographics of the underlying population
• If 10% of the applicants are women, then 10% of those getting the job are 

women

• Equity, or equality of output: members of each group have the same 
chance of getting the favorable output.
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Group Fairness: Error based

Notation:

• Individuals are partitioned into groups 𝐺 = {𝑔, ҧ𝑔}, 𝑔 the 
protected group

• Class label 𝑌 = 0,1 , 1 the positive class (desired output)

• Predicted class label 𝑌

• Confusion Matrix 
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𝒀 = 1 𝒀 = 𝟎

𝒀 = 𝟏 TP FP

𝐘 = 𝟎 FN TN

Predicted

Actual True positive rate

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
= 𝑃 𝑌 = 1|𝑌 = 1

False positive rate

𝐹𝑁𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
= 𝑃 𝑌 = 1|𝑌 = 0



Group Fairness: Equal oppotunity

• The two groups should have equal True Positive Ratio (TPR)
𝑃 𝑌 = 1 𝑌 = 1, 𝐺 = 𝑔] = 𝑃 𝑌 = 1 𝑌 = 1, 𝐺 = ҧ𝑔]

• Equal opportunity vs statistical parity: as with statistical parity, 
the members of the two groups have the same chance of 
getting the favorable outcome, but only when these members 
qualify

• Equal opportunity is closer to an equality interpretation of 
fairness
• Anyone who has the qualifications should have equal probability to get 

the job.

• Equalized odds: both true and false positive rates equal for the 
two groups

ESSAI 2024 |  60



Group Fairness: Score based

Notation:

• Individuals are partitioned into groups 𝐺 = {𝑔, ҧ𝑔}, 𝑔 the 
protected group

• Class label 𝑌 = 0,1 , 1 the positive class (desired output)

• Predicted class label 𝑌

• Predicted probability (score) 𝑺

• Confusion Matrix 
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𝒀 = 1 𝒀 = 𝟎

𝒀 = 𝟏 TP FP

𝐘 = 𝟎 FN TN

Predicted

Actual True positive rate

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
= 𝑃 𝑌 = 1|𝑌 = 1

False positive rate

𝐹𝑁𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
= 𝑃 𝑌 = 1|𝑌 = 0



Group Fairness: Score based

• The classifier outputs a probability (score) 𝑆(𝑥) for each 
instance. A classifier is well calibrated if the fraction of positive 
instances with score 𝑠 is 𝑠.

• For fairness we want the fractions for the two groups to be the
same:

𝑃 𝑌 = 1 𝑆 = 𝑠, 𝐺 = 𝑔] = 𝑃 𝑌 = 1 𝑆 = 𝑠, 𝐺 = ҧ𝑔]

• A stricter version asks for the classifier to be calibrated for both 
groups

𝑃 𝑌 = 1 𝑆 = 𝑠, 𝐺 = 𝑔] = 𝑃 𝑌 = 1 𝑆 = 𝑠, 𝐺 = ҧ𝑔] = 𝑠
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Group Fairness: Other names

• Independence (demographic parity)

• Separation (error rates)

• Sufficiency (calibration)
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Summary
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Overview

• Responsible AI: An attempt to ensure that AI grows following 
certain principles, including fairness and explainability. 

• Bias in AI: Empirically documented, the result of societal biases 
and statistical biases

• Algorithmic fairness: Definitions of fairness for eliminating bias.

• Tomorrow: How to mitigate bias and achieve fairness.
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