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● Digital library for machine-actionable knowledge 

communicated in scholarly literature

● Contains structured scholarly knowledge of content beyond keywords 

○ not just bibliographic metadata

● Supports multimodal interactions through human crowdsourcing, and 

automated text mining techniques

● Exists at various stages of the scientific publishing lifecycle: at time of 

creating knowledge as well as writing, submitting, publishing, and reading 

scientific information

Open Research Knowledge Graph

Prof. Dr. Sören Auer and Dr. Jennifer D’Souza
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Scholarly Knowledge. Structured.

Contributions

Methods

Materials

Results

Prof. Dr. Sören Auer and Dr. Jennifer D’Souza
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ORKG’s Objectives

Provide overview 

over the state-of-the-

art for specific 

research problems

Foster collaboration

Focus on scientific 

content rather than 

document

Make research FAIR

Tackle interdisciplinary challenges 

such as climate change research, 

disease prevention, etc.

Finally bring scholarly 

communication to the 21st

century!

Prof. Dr. Sören Auer and Dr. Jennifer D’Souza
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Use Case 1: SARS-CoV 2 Basic Reproduction Number

Prof. Dr. Sören Auer and Dr. Jennifer D’Souza
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Example

Note this is not possible by 

the current predominant 

methods of scholarly 

communication that are 

hardly machine-actionable
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● The Open Research Knowledge is an exemplar of a modern scientific digital library.

Use Case 2: Apply the FAIR Semantic Publishing of 

Modern Scientific Digital Libraries for rTMS

References
● Anil, S., & D’Souza, J. (2023, November). Toward Semantic Publishing in Non-invasive Brain Stimulation: A Comprehensive Analysis of rTMS Studies. In International Conference on 

Asian Digital Libraries (pp. 141-151). Singapore: Springer Nature Singapore.

● ICADL presentation: https://docs.google.com/presentation/d/1Nhonz5Eqq5FFas4Ugt8VqD8vnGEU7bMS7UcC4o4pULM/edit?usp=sharing

https://docs.google.com/presentation/d/1Nhonz5Eqq5FFas4Ugt8VqD8vnGEU7bMS7UcC4o4pULM/edit?usp=sharing
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ORKG Platform - A FAIR Scholarly Knowledge 

Publishing Platform 

Prof. Dr. Sören Auer and Dr. Jennifer D’Souza
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● The SCINEXT research group aims to setup AI services following Neural-Symbolic

methods for SCholarly InnovatioN EXTraction

○ optimal mix of AI neural and symbolic approaches to automatically mine

scholarly articles’ contributions in a structured manner to augment and scale

the Open Research Knowledge Graph (ORKG).

SCINEXT

15

References
https://scinext-project.github.io/

Auer et al. (2020). Improving Access to Scientific Literature with Knowledge Graphs. Bibliothek Forschung und Praxis, vol. 44, no. 3, pp. 516-529

https://doi.org/10.1515/bfp-2020-2042

https://scinext-project.github.io/
https://doi.org/10.1515/bfp-2020-2042


Page 16

Figure 1: Conceptual view of the SCINEXT project that will synergize

neural and symbolic approaches for automated scholarly contributions’

knowledge extraction from scholarly articles.

SCINEXT Conceptual Overview

The core modules of the SCINEXT project are:

● Structured Knowledge Annotation for the

ORKG;
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Figure 1: Conceptual view of the SCINEXT project that will synergize

neural and symbolic approaches for automated scholarly contributions’

knowledge extraction from scholarly articles.

SCINEXT Conceptual Overview

The core modules of the SCINEXT project are:

● Structured Knowledge Annotation for the

ORKG;

● Implementing AI learners over the

annotated data for human-in-the-loop

Scholarly Knowledge Structuring and

Recommendation;
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Figure 1: Conceptual view of the SCINEXT project that will synergize

neural and symbolic approaches for automated scholarly contributions’

knowledge extraction from scholarly articles.

SCINEXT Conceptual Overview

The core modules of the SCINEXT project are:

● Structured Knowledge Annotation for the

ORKG;

● Implementing AI learners over the

annotated data for human-in-the-loop

Scholarly Knowledge Structuring and

Recommendation; and

● Graph Quality Evaluation
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Time to scale

Why AI-powered Research Assistance in the context of the ORKG?
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Time to scale

● if structured scholarly knowledge were created only by humans, this would create a information bottleneck

owing to a slow, costly, and non-uniform process.

Why AI-powered Research Assistance in the context of the ORKG?



Page 21

Time to scale

● if structured scholarly knowledge were created only by humans, this would create a information bottleneck

owing to a slow, costly, and non-uniform process.

● instead via the proposed AI solutions from SCINEXT, acquiring structured scholarly knowledge could be

significantly expedited and rely only on a small team of experts whose task would simply be to curate the

knowledge

Why AI-powered Research Assistance in the context of the ORKG?
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Next-generation Information Technology (IT)

● Given the large-scale structured knowledge produced by the AI services, next-generation IT solutions as

visualization dashboards can be implemented providing researchers with easily comprehensible visual

summaries of scholarly information, thereby assisting them in filtering for relevant research.

Why AI-powered Research Assistance in the context of the ORKG?



● Reflections on some of our research:

○ A FAIR and Free Prompt-based Research Assistant | Demo paper at NLDB 2024, preprint

○ Large Language Models for Scientific Information Extraction: An Empirical Study for

Virology
■ AI-powered Virology Dashboard | In: EACL 2024 Findings – paper link

○ LLMs4OL: Large Language Models for Ontology Learning
■ Babaei Giglou, H., D’Souza, J., Auer, S. (2023). LLMs4OL: Large Language Models for

Ontology Learning. In: ISWC 2023. https://doi.org/10.1007/978-3-031-47240-4_22

○ LLMs4OM: Matching Ontologies with Large Language Models
■ In: ESWC 2024 Special Track on LLMs for KE | preprint

○ Large Language Models as Evaluators for Scientific Synthesis
■ In: KONVENS 2024 short paper | preprint

○ Survey on measures of quality of crowdsourced data in the Open Research Knowledge 

Graph (ORKG) for six different domains
■ Quality Assessment of Research Comparisons in the Open Research Knowledge Graph: a 

Case Study | In: JLIS 2024

SCINEXT
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Plan for the Talk

● A walkthrough of various applications of LLMs for Science:

○ Research Assistant

○ An AI-powered Virology Dashboard 

○ Empirical Evaluation of Various LLMs for Science w.r.t. the Ontology Learning 

(OL) task

○ Empirical Evaluation of Various LLMs for Science w.r.t. the Ontology Matching 

(OM) task

○ LLMs for evaluating Scientific Synthesis

24
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or

● Many of us use the free ChatGPT research interface (and more recently Gemini) as an assistant for our 
tasks. The tasks can be as varied as are our particular needs in handling natural language. 

● A concrete example could be summarization of long texts. The ChatGPT agent via a prompt instruction 
can be fed an input text and be instructed to generate a summary of the input with as detailed 
specification as the number of sentences within which to restrict the summary to.
○ It could be that on reading the ChatGPT generated summary we are not happy with the result. 

Nevertheless, just having an application or assistant as a sounding board can greatly ease our 
task performance.
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● Many of us use the free ChatGPT research interface (and more recently Gemini) as an assistant for our 
tasks. The tasks can be as varied as are our particular needs in handling natural language. 

● A concrete example could be summarization of long texts. The ChatGPT agent via a prompt instruction 
can be fed an input text and be instructed to generate a summary of the input with as detailed 
specification as the number of sentences within which to restrict the summary to.
○ It could be that on reading the ChatGPT generated summary we are not happy with the result. 

Nevertheless, just having an application or assistant as a sounding board can greatly ease our 
task performance.

● Given this motivation, we defined a tool that comprised specific scenarios where the free 
ChatGPT/Gemini chat interface can be used to assist researchers in two main ways: 1) primary 
objectives – designed to produce FAIR research comparisons for potential import into the ORKG; and 2) 
secondary objectives – addressing tasks like automatically generating blog posts, research ideas, 
writing assistance based on prespecified research properties pertaining to specific research problems.

or



ChatGPT-ORKG Objective 1: ORKG Papers



Salient properties of the research

ChatGPT-ORKG Objective 1: ORKG Papers



Their findings

ChatGPT-ORKG Objective 1: ORKG Papers



ChatGPT-ORKG Objective 1, Usage 1

33 of 119

● Usage 1: get recommendations for salient properties

○ assumptions: user knows the research problem in advance, the research problem is well-

known so that ChatGPT can be expected to offer suggestions from its own knowledge. 



ChatGPT-ORKG Objective 1, Usage 1

34 of 119

● Usage 1: get recommendations for salient properties

○ assumptions: user knows the research problem in advance, the research problem is well-

known so that ChatGPT can be expected to offer suggestions from its own knowledge. 

Prompt: Can you provide a list of properties that encapsulate the “[insert research problem]” research theme? Provide your 

response as a Table with 2 columns: the first column contains the property name and the second column contains the property 

description.

Prompt Example: Can you provide a list of properties that encapsulate the "R0 estimates for infectious diseases" research 

theme? Provide your response as a Table with 2 columns: the first column contains the property name and the second column 

contains the property description.

Response: https://chat.openai.com/share/f27037ec-bccc-4238-85b5-fc693c559283

https://chat.openai.com/share/f27037ec-bccc-4238-85b5-fc693c559283


ChatGPT-ORKG Objective 1, Usage 1: Discussion

35 of 119

● Usage 1: get recommendations for salient properties

○ assumptions: user knows the research problem in advance, the research problem is well-

known so that ChatGPT can be expected to offer suggestions from its own knowledge. 

Suggested Properties

Reproduction Number (R0)

Disease Transmission Dynamics

Mathematical Modeling

Epidemiological Studies

Variability and Uncertainty

Comparisons and Meta-Analyses

Impact of Interventions

Emerging and Reemerging Infectious Diseases

Spatial and Temporal Patterns

Public Health Implications

ORKG Modeled Properties

Research Problem

R0 estimates (average)

95% CI

Study date

Location

Method
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ChatGPT-ORKG Objective 1, Usage 1: Discussion
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● Usage 1: get recommendations for salient properties

○ assumptions: user knows the research problem in advance, the research problem is well-

known so that ChatGPT can be expected to offer suggestions from its own knowledge. 

Suggested Properties

Reproduction Number (R0)

Disease Transmission Dynamics

Mathematical Modeling

Epidemiological Studies

Variability and Uncertainty

Comparisons and Meta-Analyses

Impact of Interventions

Emerging and Reemerging Infectious Diseases

Spatial and Temporal Patterns

Public Health Implications

ORKG Modeled Properties

Research Problem

R0 estimates (average)

95% CI

Study date

Location

Method

subsumed by R0 value



ChatGPT-ORKG Objective 1, Usage 1: Discussion
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● Usage 1: get recommendations for salient properties

○ assumptions: user knows the research problem in advance, the research problem is well-

known so that ChatGPT can be expected to offer suggestions from its own knowledge. 

Suggested Properties

Reproduction Number (R0)

Disease Transmission Dynamics

Mathematical Modeling

Epidemiological Studies

Variability and Uncertainty

Comparisons and Meta-Analyses

Impact of Interventions

Emerging and Reemerging Infectious Diseases

Spatial and Temporal Patterns

Public Health Implications

ORKG Modeled Properties

Research Problem

R0 estimates (average)

95% CI

Study date

Location

Method

These are not necessarily indicative of 

the “R0 estimate” research problem. 

However they are a candidate for 

modeling new contributions defined as 

“public health interventions for 

infectious diseases”.



ChatGPT-ORKG Objective 1, Usage 1: Discussion
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● Usage 1: get recommendations for salient properties

○ assumptions: user knows the research problem in advance, the research problem is well-

known so that ChatGPT can be expected to offer suggestions from its own knowledge. 

Suggested Properties

Reproduction Number (R0)

Disease Transmission Dynamics

Mathematical Modeling

Epidemiological Studies

Variability and Uncertainty

Comparisons and Meta-Analyses

Impact of Interventions

Emerging and Reemerging Infectious Diseases

Spatial and Temporal Patterns

Public Health Implications

ORKG Modeled Properties

Research Problem

R0 estimates (average)

95% CI

Study date

Location

Method

indicates that various different research works 

should be compared which consequently offers 

an overview on the R0 estimate for various 

populations. This is addressed via ORKG 

Comparisons.
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● Usage 1: get recommendations for salient properties

○ assumptions: user knows the research problem in advance, the research problem is well-

known so that ChatGPT can be expected to offer suggestions from its own knowledge. 

Suggested Properties

Reproduction Number (R0)

Disease Transmission Dynamics

Mathematical Modeling

Epidemiological Studies

Variability and Uncertainty

Comparisons and Meta-Analyses

Impact of Interventions

Emerging and Reemerging Infectious Diseases

Spatial and Temporal Patterns

Public Health Implications

ORKG Modeled Properties

Research Problem

R0 estimates (average)

95% CI

Study date

Location

User action: analyze and distil the suggested properties to their optimal model as reflected by the 

ORKG Modeled Properties



ChatGPT-ORKG Objective 1, Usage 2
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● Usage 2: get recommendations for salient properties based on provided context

○ assumptions: user knows the research problem in advance; ChatGPT is expected to offer 

suggestions from the provided context. 

Prompt: Can you provide a list of properties that encapsulate the [“insert research problem”] research theme from the provided 

Context below? Provide your response as a Table with 2 columns: the first column contains the property name and the second 

column contains the property description.

Context: [Insert text]

Prompt Example: Can you provide a list of properties that encapsulate the “Covid 19 basic reproduction number estimate” 

research theme from the provided Context below? Provide your response as a Table with 2 columns: the first column contains the 

property name and the second column contains the property description.

Context: “The early phase of the COVID-19 outbreak in Lombardy, Italy

In the night of February 20, 2020, the first case of novel coronavirus disease (COVID-19) was confirmed in the Lombardy Region, 

Italy. In the week that followed, Lombardy experienced a very rapid increase in the number of cases …”



Objective 2: ORKG Comparisons

45 of 132



ChatGPT-ORKG Objective 2, Usage 1
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● Usage 1: get comparisons

○ assumptions: user knows the research problem/theme in advance and wants suggestions for 

properties to compare the different specified entities on the same theme; the research 

problem is well-known so that ChatGPT can be expected to offer suggestions from its own 

knowledge. 

Prompt: Generate a property-value-based Comparison that encapsulates the "[insert research theme]" research theme [insert 

comparison entities]. Provide your response as a Table: the first column contains the property name and the subsequent columns 

contain the property value for the respective comparison entities.

Prompt Example 1: Generate a property-value-based Comparison that encapsulates the "Covid 19 basic reproduction number 

estimate" research theme in Italy, China, and Africa. Provide your response as a Table: the first column contains the property name 

and the subsequent columns contain the property value.

Response: https://chat.openai.com/share/00aa9985-f6f9-4cd3-b2c5-b68d4349a273

https://chat.openai.com/share/00aa9985-f6f9-4cd3-b2c5-b68d4349a273
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● Usage 1: get comparisons

○ assumptions: user knows the research problem/theme in advance and wants suggestions for 

properties to compare the different specified entities on the same theme; the research 

problem is well-known so that ChatGPT can be expected to offer suggestions from its own 

knowledge. 

Prompt: Generate a property-value-based Comparison that encapsulates the "[insert research theme]" research theme [insert 

comparison entities]. Provide your response as a Table: the first column contains the property name and the subsequent columns 

contain the property value for the respective comparison entities.

Prompt Example 2: Generate a property-value-based Comparison that encapsulates the "Large Language Models" research 

theme for T5 and GPT-3. Provide your response as a Table: the first column contains the property name and the subsequent 

columns contain the property value.

Response: https://chat.openai.com/share/5d477232-4211-4022-84fb-f2a2c5104da5

https://chat.openai.com/share/5d477232-4211-4022-84fb-f2a2c5104da5


ChatGPT-ORKG Objective 2, Usage 2

48 of 132

● Usage 2: get comparisons based on provided context

○ assumptions: user knows the research problem/theme in advance and wants suggestions for 

properties to compare different works on the same theme; ChatGPT is expected to offer 

suggestions from the provided context. 

Prompt: Generate a property-value-based Comparison that encapsulates the "[insert research theme]" research theme from the 

provided Contexts below. Provide your response as a Table: the first column contains the property name and the subsequent 

columns contain the property value.

Context 1

text text text …

Context 2

text text text …

Context 3

text text text …



The FAIR and free Prompt-based Research Assistant

Reference
Shamsabadi, M., & D'Souza, J. (2024). A FAIR and Free Prompt-based Research Assistant. arXiv preprint arXiv:2405.14601. Forthcoming paper at: The 29th International 

Conference on Natural Language & Information Systems (NLDB 2024) | Code https://github.com/mahsaSH717/research_assistant

https://github.com/mahsaSH717/research_assistant


The FAIR and free Prompt-based Research Assistant: Motivation

● Our tool (React application) acts as a bridge between conversational AI agents (e.g ChatGPT) and 

next-generation digital libraries.

● It facilitates generating data for the next-generation libraries by using conversational AI agents like 

ChatGPT and Gemini.

● It assists end users to access relevant AI-generated data to address different kinds of tasks in 

research.

Reference
Shamsabadi, M., & D'Souza, J. (2024). A FAIR and Free Prompt-based Research Assistant. arXiv preprint arXiv:2405.14601. Forthcoming paper at: The 29th International 

Conference on Natural Language & Information Systems (NLDB 2024) | Code https://github.com/mahsaSH717/research_assistant

https://github.com/mahsaSH717/research_assistant


@ChatGPT

Reference
https://chatgpt.com/share/c28c1770-3048-4c57-b1eb-72ca10527fbf

Programmed as a primary task in RA to 

support creating ORKG comparisons as 

a form of literature review

Designed as a secondary task in RA to 

help with suggesting research ideas to 

work on

Designed as a secondary task in RA to 

help with writing reviews, grants, blog 

posts

https://chatgpt.com/share/c28c1770-3048-4c57-b1eb-72ca10527fbf


Research Assistant: Primary Task

● Generating FAIR research comparisons.

1st Step

○ Obtaining salient properties for a research problem

○ Refining definitions of salient properties based on provided context

Continuation Step

○ Comparing entities for a research problem

○ Comparing contexts for a research problem

○ Comparing contexts based on a set of salient properties for a research problem

Reference
Shamsabadi, M., & D'Souza, J. (2024). A FAIR and Free Prompt-based Research Assistant. arXiv preprint arXiv:2405.14601. Forthcoming paper at: The 29th International 

Conference on Natural Language & Information Systems (NLDB 2024) | Code https://github.com/mahsaSH717/research_assistant

https://github.com/mahsaSH717/research_assistant


Research Assistant: Secondary Tasks

● Brainstorming research ideas

○ Receiving suggestions for research ideas based on a problem and its properties

○ Obtaining user stories and criteria based on a context

● Writing grant applications

● Generating blog-posts

● Writing a preliminary review

● Consolidating keyword-based search queries with a list of synonyms

Reference
Shamsabadi, M., & D'Souza, J. (2024). A FAIR and Free Prompt-based Research Assistant. arXiv preprint arXiv:2405.14601. Forthcoming paper at: The 29th International 

Conference on Natural Language & Information Systems (NLDB 2024) | Code https://github.com/mahsaSH717/research_assistant

https://github.com/mahsaSH717/research_assistant


Research Assistant: Workflow

Reference
Shamsabadi, M., & D'Souza, J. (2024). A FAIR and Free Prompt-based Research Assistant. arXiv preprint arXiv:2405.14601. Forthcoming paper at: The 29th International 

Conference on Natural Language & Information Systems (NLDB 2024) | Code https://github.com/mahsaSH717/research_assistant

https://github.com/mahsaSH717/research_assistant


Research Assistant: Primary Task

● Generating FAIR research comparisons.

1st Step

○ Obtaining salient properties for a research problem

○ Refining definitions of salient properties based on provided context

Continuation Step

○ Comparing entities for a research problem

○ Comparing contexts for a research problem

○ Comparing contexts based on a set of salient properties for a research problem

Reference
Shamsabadi, M., & D'Souza, J. (2024). A FAIR and Free Prompt-based Research Assistant. arXiv preprint arXiv:2405.14601. Forthcoming paper at: The 29th International 

Conference on Natural Language & Information Systems (NLDB 2024) | Code https://github.com/mahsaSH717/research_assistant

https://github.com/mahsaSH717/research_assistant


Primary Task: suggest salient properties for a research problem
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Research Assistant: Primary Task

● Generating FAIR research comparisons.

1st Step

○ Obtaining salient properties for a research problem

○ Refining definitions of salient properties based on provided context

Continuation Step

○ Comparing entities for a research problem

○ Comparing contexts for a research problem

○ Comparing contexts based on a set of salient properties for a research problem

Reference
Shamsabadi, M., & D'Souza, J. (2024). A FAIR and Free Prompt-based Research Assistant. arXiv preprint arXiv:2405.14601. Forthcoming paper at: The 29th International 

Conference on Natural Language & Information Systems (NLDB 2024) | Code https://github.com/mahsaSH717/research_assistant

https://github.com/mahsaSH717/research_assistant


Primary Task: create a comparison from contexts based on a set of salient properties
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Research Assistant: Secondary Tasks

● Brainstorming research ideas

○ Receiving suggestions for research ideas based on a problem and its properties

○ Obtaining user stories and criteria based on a context

● Writing grant applications

● Generating blog-posts

● Writing a preliminary review

● Consolidating keyword-based search queries with a list of synonyms



Secondary Task: write a blog-post



Secondary Task: write a blog-post

Let’s visit the result on ChatGPT: https://chatgpt.com/share/d750d275-c16d-4b22-a88d-49bee5c66ae1 (without context), 

https://chatgpt.com/share/bf29068c-526e-4927-9afc-6a0801b6bc3a (with context)

https://chatgpt.com/share/d750d275-c16d-4b22-a88d-49bee5c66ae1
https://chatgpt.com/share/bf29068c-526e-4927-9afc-6a0801b6bc3a


The FAIR and free Prompt-based Research Assistant

● Created usage scenarios in 3 different domains or research problems: “GPT family of LLMs”, “Impact 

of Climate Change,” and “R0 estimates in Virology”

■ https://github.com/mahsaSH717/research_assistant/tree/master/examples

● Code is publicly available, easy-to-use on your browser & lightweight installation 

■ https://github.com/mahsaSH717/research_assistant

● Conclusion: Many see AI conversational agents like ChatGPT or Gemini as tools to assist with work, not 

replace it, already adopting them as digital secretaries or assistants (Owens, 2023). Playing into this 

familiar setting, engineered into RA underlying each task are a set of customised ChatGPT prompts that 

assists end users to access relevant AI-generated data that addresses the research task. Thus it 

standardizes the performance of a diverse spectrum of research tasks, in a single tool, via a modular and 

completely transparent workflow. 

Reference
• Shamsabadi, M., & D'Souza, J. (2024). A FAIR and Free Prompt-based Research Assistant. arXiv preprint arXiv:2405.14601. Forthcoming paper at: The 29th International 

Conference on Natural Language & Information Systems (NLDB 2024) | Code https://github.com/mahsaSH717/research_assistant

• Owens, B. (2023). How Nature readers are using ChatGPT. Nature, 615(7950), 20. https://www.nature.com/articles/d41586-023-00500-8

https://github.com/mahsaSH717/research_assistant/tree/master/examples
https://github.com/mahsaSH717/research_assistant
https://github.com/mahsaSH717/research_assistant
https://www.nature.com/articles/d41586-023-00500-8


● A walkthrough of various applications of LLMs for Science:

○ Research Assistant

○ An LLM-powered Virology Dashboard

○ Empirical Evaluation of Various LLMs for Science w.r.t. the Ontology Learning 

(OL) task

○ Empirical Evaluation of Various LLMs for Science w.r.t. the Ontology Matching 

(OM) task

○ LLMs for evaluating Scientific Synthesis
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● We aim to represent scholarly contributions in a structured manner, such that they are

machine-actionable, for a research problem in Virology i.e. the study of the R0-estimates 

for infectious diseases.

○ To this end, we finetune an LLM to automatically extract the structured knowledge

for new incoming papers.

● We aim to implement next-generation IT over the structured scholarly knowledge in the

form of visualization dashboards that can serve as assistants to researchers in helping

them easily filter for scholarly articles they seek.

○ We demonstrate this idea as a prototype web interface.

AI-powered Virology Dashboard

Reference
• Shamsabadi, M., D’Souza, J., & Auer, S. (2024, March). Large Language Models for Scientific Information Extraction: An Empirical Study for Virology. In Findings of the 

Association for Computational Linguistics: EACL 2024 (pp. 374-392).
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● Semantic model 

Data -

Structured Scholarly Contributions about R0 estimates for Infectious Diseases

Accessible here: https://orkg.org/comparison/R44930/

As a representation of structured scholarly 

knowledge, We use the R0-estimates 

semantic model for Covid-19. From this we 

obtained six properties: disease name, 

location, date, R0 value, %CI values, and 

method

https://orkg.org/comparison/R44930/
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● Semantic model

○ Properties: disease name, location, date, R0 value, %CI values, and method

● Annotate a large dataset

○ Annotated roughly 1500 papers with their structured representations from COORD-

19 https://www.kaggle.com/datasets/allen-institute-for-ai/CORD-19-research-

challenge

○ Note this dataset included papers that reported r0-estimates for infectious diseases

and those that may have mentioned r0-estimates but did not report it.

■ We did this because the model to be finetuned should be able to discriminate

between papers for which it must create the structured representations and

those that it should not, in which case it is tuned to respond “unanswerable”

● Dataset released https://zenodo.org/records/8068442

Data -

Structured Scholarly Contributions about R0 estimates for Infectious Diseases

Reference
• Shamsabadi, M., D’Souza, J., & Auer, S. (2024, March). Large Language Models for Scientific Information Extraction: An Empirical Study for Virology. In Findings of the 

Association for Computational Linguistics: EACL 2024 (pp. 374-392).

https://www.kaggle.com/datasets/allen-institute-for-ai/CORD-19-research-challenge
https://zenodo.org/records/8068442
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ORKG-FLAN-T5 R0 Model: Example 1

PMID: 36483256     PMCID: PMC9723226 DOI: 10.3389/fpubh.2022.933075

Dynamic characteristics of a COVID-19 outbreak in Nanjing, Jiangsu province, China

Objectives: Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) lineage B.1.617.2 (also named the Delta variant) was declared as

a variant of concern by the World Health Organization (WHO). This study aimed to describe the outbreak that occurred in Nanjing city triggered

by the Delta variant through the epidemiological parameters and to understand the evolving epidemiology of the Delta variant. Methods: We

collected the data of all COVID-19 cases during the outbreak from 20 July 2021 to 24 August 2021 and estimated the distribution of serial

interval, basic and time-dependent reproduction numbers (R0 and Rt), and household secondary attack rate (SAR). We also analyzed the cycle

threshold (Ct) values of infections. Results: A total of 235 cases have been confirmed. The mean value of serial interval was estimated to be

4.79 days with the Weibull distribution. The R0 was 3.73 [95% confidence interval (CI), 2.66-5.15] as estimated by the exponential growth (EG)

method. The Rt decreased from 4.36 on 20 July 2021 to below 1 on 1 August 2021 as estimated by the Bayesian approach. We estimated the

household SAR as 27.35% (95% CI, 22.04-33.39%), and the median Ct value of open reading frame 1ab (ORF1ab) genes and nucleocapsid

protein (N) genes as 25.25 [interquartile range (IQR), 20.53-29.50] and 23.85 (IQR, 18.70-28.70), respectively. Conclusions: The Delta variant is

more aggressive and transmissible than the original virus types, so continuous non-pharmaceutical interventions are still needed.

{

"contribution": {

"disease name": "COVID-19",  "location": "Nanjing, Jiangsu province, China",  "date": "from 20 July 2021 to 24 August 2021",

"R0 value": "3.73",  "%CI values": "[95% confidence interval (CI), 2.66-5.15]", "method": "exponential growth (EG) method"

}

}

Disease name Location Date R0 Value CI Values Method

http://www.ncbi.nlm.nih.gov/pmc/articles/pmc9723226/
https://doi.org/10.3389/fpubh.2022.933075
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ORKG-FLAN-T5 R0 Model: Example 2

PMID: 32517845 PMCID: PMC7322167 doi: 10.1017/S0950268820001247

The basic reproduction number and prediction of the epidemic size of the novel coronavirus (COVID-19) in Shahroud, Iran

The aim of this study was to estimate the basic reproduction number (R0) of COVID-19 in the early stage of the epidemic and predict the expected number

of new cases in Shahroud in Northeastern Iran. The R0 of COVID-19 was estimated using the serial interval distribution and the number of incidence

cases. The 30-day probable incidence and cumulative incidence were predicted using the assumption that daily incidence follows a Poisson distribution

determined by daily infectiousness. Data analysis was done using ‘earlyR’ and ‘projections’ packages in R software. The maximum-likelihood value of R0

was 2.7 (95% confidence interval (CI): 2.1-3.4) for the COVID-19 epidemic in the early 14 days and decreased to 1.13 (95% CI 1.03-1.25) by the end of

day 42. The expected average number of new cases in Shahroud was 9.0 ± 3.8 cases/day, which means an estimated total of 271 (95% CI: 178–383) new

cases for the period between 02 April to 03 May 2020. By day 67 (27 April), the effective reproduction number (Rt), which had a descending trend and was

around 1, reduced to 0.70. Based on the Rt for the last 21 days (days 46–67 of the epidemic), the prediction for 27 April to 26 May is a mean daily cases of

2.9 ± 2.0 with 87 (48–136) new cases. In order to maintain R below 1, we strongly recommend enforcing and continuing the current preventive measures,

restricting travel and providing screening tests for a larger proportion of the population.

[{

"contribution": {

"disease name": "COVID-19",

"location": "Shahroud, Iran",

"date": "in the early 14 days",

"R0 value": "2.7",

"%CI values": "(95% confidence interval (CI): 2.1-3.4)",

"method": "serial interval distribution and the number of incidence 

cases"

}

},

{

"contribution": {

"disease name": "COVID-19",

"location": "Shahroud, Iran",

"date": "by the end of day 42",

"R0 value": "1.13",

"%CI values": "(95% CI 1.03-1.25)",

"method": "serial interval distribution and the number of incidence 

cases"

}

}]

Disease name Location Date R0 Value CI Values Method

https://pubmed.ncbi.nlm.nih.gov/32517845
https://doi.org/10.1017%2FS0950268820001247
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Text Format

Text vs. JSON Format

disease name: primary pneumonic plague

location: Mukden, China

date: 1946

R0 value: 2.8 to 3.5

%CI values: The lower 95% confidence intervals of 

R(0) exceeded unity

method: statistical estimation of R(0) based on 

similar information

|
disease name: primary pneumonic plague

location: Madagascar

date: 1957

R0 value: 2.8 to 3.5

%CI values: The lower 95% confidence intervals of 

R(0) exceeded unity

method: statistical estimation of R(0) based on 

similar information

[{"contribution":{"disease name": "primary 

pneumonic plague",

"location": "Mukden, China",

"date": "1946",

"R0 value": "2.8 to 3.5",

"%CI values": "The lower 95% confidence intervals 

of R(0) exceeded unity",

"method": "statistical estimation of R(0) based on 

similar information"}},

{"contribution":{"disease name": "primary pneumonic 

plague",

"location": "Madagascar",

"date": "1957",

"R0 value": "2.8 to 3.5",

"%CI values": "The lower 95% confidence intervals 

of R(0) exceeded unity",

"method": "statistical estimation of R(0) based on 

similar information"}}]

JSON Format
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● Finetuned Google’s FLAN-T5 Large (780M) via instruction fine-tuning for single-task IE.

Model -

Automatic Extraction of Structured Scholarly Knowledge about R0 estimates 

for Infectious Diseases From Paper Abstracts

Reference
• Shamsabadi, M., D’Souza, J., & Auer, S. (2024, March). Large Language Models for Scientific Information Extraction: An Empirical Study for Virology. In Findings of the 

Association for Computational Linguistics: EACL 2024 (pp. 374-392).
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● Finetuned Google’s FLAN-T5 Large (780M) via instruction fine-tuning for single-task IE.

○ Evaluations were promising against GPT (175B) with 1000x more parameters

Model -

Automatic Extraction of Structured Scholarly Knowledge about R0 estimates 

for Infectious Diseases From Paper Abstracts

our FLAN-T5 

fine-tuned model 

results

Reference
• Shamsabadi, M., D’Souza, J., & Auer, S. (2024, March). Large Language Models for Scientific Information Extraction: An Empirical Study for Virology. In Findings of the 

Association for Computational Linguistics: EACL 2024 (pp. 374-392).
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● Finetuned Google’s FLAN-T5 Large (780M) via instruction fine-tuning for single-task IE.

○ Evaluations were promising against GPT (175B) with 1000x more parameters

Model -

Automatic Extraction of Structured Scholarly Knowledge about R0 estimates 

for Infectious Diseases From Paper Abstracts

It outperforms 

GPT-3.5 with 

1000x more 

parameters 

demonstrating 

the effectiveness 

of finetuning as a 

critical strategy 

to produce 

downstream 

parameter 

efficient models.

Reference
• Shamsabadi, M., D’Souza, J., & Auer, S. (2024, March). Large Language Models for Scientific Information Extraction: An Empirical Study for Virology. In Findings of the 

Association for Computational Linguistics: EACL 2024 (pp. 374-392).
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● Finetuned Google’s FLAN-T5 Large (780M) via instruction fine-tuning for single-task IE.

○ Evaluations were promising against GPT (175B) with 1000x more parameters

○ Qualitative observations: The LLM predictions can be compared against human annotations 

for a small number of papers online https://scinext-project.github.io/#/r0-estimates

Model -

Automatic Extraction of Structured Scholarly Knowledge about R0 estimates 

for Infectious Diseases From Paper Abstracts

Reference
• Shamsabadi, M., D’Souza, J., & Auer, S. (2024, March). Large Language Models for Scientific Information Extraction: An Empirical Study for Virology. In Findings of the 

Association for Computational Linguistics: EACL 2024 (pp. 374-392).

https://scinext-project.github.io/#/r0-estimates
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Model -

Automatic Extraction of Structured Scholarly Knowledge about R0 estimates 

for Infectious Diseases From Paper Abstracts

Snapshot of what 

the data on the 

website looks like 
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Model -

Automatic Extraction of Structured Scholarly Knowledge about R0 estimates 

for Infectious Diseases From Paper Abstracts

Abstract Input
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Model -

Automatic Extraction of Structured Scholarly Knowledge about R0 estimates 

for Infectious Diseases From Paper Abstracts

Output from 

human annotation 

versus the output 

from the LLM
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Model -

Automatic Extraction of Structured Scholarly Knowledge about R0 estimates 

for Infectious Diseases From Paper Abstracts

Refresh button 

shows new 

abstract
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Model -

Automatic Extraction of Structured Scholarly Knowledge about R0 estimates 

for Infectious Diseases From Paper Abstracts

shows why 

quantitative 

evaluations at 60% 

might not actually 

reflect that the 

model output is 

actually also 

correct
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● Finetuned Google’s FLAN-T5 Large (780M) via instruction fine-tuning for single-task IE.

○ Evaluations were promising against GPT (175B) with 1000x more parameters

○ Qualitative observations: The LLM predictions can be compared against human annotations

for a small number of papers online https://scinext-project.github.io/#/r0-estimates

○ Model release on HuggingFace https://huggingface.co/orkg/R0_contribution_IE

Model -

Automatic Extraction of Structured Scholarly Knowledge about R0 estimates 

for Infectious Diseases From Paper Abstracts

Reference
• Shamsabadi, M., D’Souza, J., & Auer, S. (2024, March). Large Language Models for Scientific Information Extraction: An Empirical Study for Virology. In Findings of the 

Association for Computational Linguistics: EACL 2024 (pp. 374-392).

https://scinext-project.github.io/#/r0-estimates
https://huggingface.co/orkg/R0_contribution_IE
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Next-generation Information Technology (IT)

● Given the large-scale structured knowledge produced by the AI services, next-generation IT solutions as

visualization dashboards can be implemented providing researchers with easily comprehensible visual

summaries of scholarly information, thereby assisting them in filtering for relevant research.

Why AI-powered Research Assistance in the context of the ORKG?
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Dashboard -

Streamlining Access to Scholarly Articles via Visualization Dashboards 

operating over Structured Scholarly Contributions

URL: https://orkg.org/usecases/r0-estimates

Reference
Shamsabadi, M., & D'Souza, J. (2024). From Keywords to Structured Summaries: Streamlining Scholarly Knowledge Access. arXiv preprint arXiv:2402.14622.

https://orkg.org/usecases/r0-estimates
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Dashboard -

Streamlining Access to Scholarly Articles via Visualization Dashboards 

operating over Structured Scholarly Contributions

1. Summary stats

2. Browse papers

3. Visualization 

Dashboard as 

assistants to 

researchers to filter 

for information

URL: https://orkg.org/usecases/r0-estimates

Reference
Shamsabadi, M., & D'Souza, J. (2024). From Keywords to Structured Summaries: Streamlining Scholarly Knowledge Access. arXiv preprint arXiv:2402.14622.

https://orkg.org/usecases/r0-estimates
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Dashboard -

Streamlining Access to Scholarly Articles via Visualization Dashboards 

operating over Structured Scholarly Contributions

Backend workflow: 

fetches articles from 

scholarly publishers, 

passes them to the 

LLM, and adds new 

structured data to the 

database. Thousands 

of articles can be 

processed in this 

manner.

The scheduler is 

implemented to work 

on a weekly basis 

fetching new articles.

1. Summary stats

2. Browse papers

3. Visualization 

Dashboard as 

assistants to 

researchers to filter 

for information
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Dashboard -

Streamlining Access to Scholarly Articles via Visualization Dashboards 

operating over Structured Scholarly Contributions

URL: https://orkg.org/usecases/r0-estimates

The capability of the 

LLM processing 

large-scale data in a 

matter of hours 

highlights how it 

alleviates the 

bottleneck of an 

otherwise costly and 

time-consuming 

human annotation 

task. 

1. Summary stats

2. Browse papers

3. Visualization 

Dashboard as 

assistants to 

researchers to filter 

for information

https://orkg.org/usecases/r0-estimates
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Dashboard -

Streamlining Access to Scholarly Articles via Visualization Dashboards 

operating over Structured Scholarly Contributions

URL: https://orkg.org/usecases/r0-estimates

The database 

currently has over a 

thousand structured 

summaries.

1. Summary stats

2. Browse papers

3. Visualization 

Dashboard as 

assistants to 

researchers to filter 

for information

https://orkg.org/usecases/r0-estimates
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Dashboard -

Streamlining Access to Scholarly Articles via Visualization Dashboards 

operating over Structured Scholarly Contributions

URL: https://orkg.org/usecases/r0-estimates

The database 

currently has over a 

thousand structured 

summaries.

1. Summary stats

2. Browse papers

3. Visualization 

Dashboard as 

assistants to 

researchers to filter 

for information

https://orkg.org/usecases/r0-estimates
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Dashboard -

Streamlining Access to Scholarly Articles via Visualization Dashboards 

operating over Structured Scholarly Contributions

URL: https://orkg.org/usecases/r0-estimates

At the outset our aim 

was to use the power 

of IT to assist 

researchers in their 

filtering for scholarly 

knowledge.

https://orkg.org/usecases/r0-estimates
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Dashboard -

Streamlining Access to Scholarly Articles via Visualization Dashboards 

operating over Structured Scholarly Contributions

Thus each of these 

interfaces is 

designed to answer 

specific research 

questions and 

present the 

information in a 

visual summary.

URL: https://orkg.org/usecases/r0-estimates

Reference
Shamsabadi, M., & D'Souza, J. (2024). From Keywords to Structured Summaries: Streamlining Scholarly Knowledge Access. arXiv preprint arXiv:2402.14622.

https://orkg.org/usecases/r0-estimates
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Dashboard -

Streamlining Access to Scholarly Articles via Visualization Dashboards 

operating over Structured Scholarly Contributions

RQ1: what is the 

max R0 reported for 

diseases in our 

database?

URL: https://orkg.org/usecases/r0-estimates

Reference
Shamsabadi, M., & D'Souza, J. (2024). From Keywords to Structured Summaries: Streamlining Scholarly Knowledge Access. arXiv preprint arXiv:2402.14622.

https://orkg.org/usecases/r0-estimates
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Dashboard -

Streamlining Access to Scholarly Articles via Visualization Dashboards 

operating over Structured Scholarly Contributions

RQ1: what is the 

max R0 reported for 

diseases in our 

database?

RQ2: For a chosen 

disease, how many 

studies have been 

reported across 

study locations?

URL: https://orkg.org/usecases/r0-estimates

Reference
Shamsabadi, M., & D'Souza, J. (2024). From Keywords to Structured Summaries: Streamlining Scholarly Knowledge Access. arXiv preprint arXiv:2402.14622.

https://orkg.org/usecases/r0-estimates
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Dashboard -

Streamlining Access to Scholarly Articles via Visualization Dashboards 

operating over Structured Scholarly Contributions

URL: https://orkg.org/usecases/r0-estimates

RQ1: what is the 

max R0 reported for 

diseases in our 

database?

RQ2: For a chosen 

disease, how many 

studies have been 

reported across 

study locations?

RQ3: what is the min 

and max R0 for a 

disease across study 

locations?

Reference
Shamsabadi, M., & D'Souza, J. (2024). From Keywords to Structured Summaries: Streamlining Scholarly Knowledge Access. arXiv preprint arXiv:2402.14622.

https://orkg.org/usecases/r0-estimates
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LLMs4OL: Large Language Models for Ontology Learning

References
https://scinext-project.github.io/

Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.

https://scinext-project.github.io/
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● Within the SCINEXT research group, we also do basic science research. Our work for 

LLMs4OL falls under this umbrella.

Why LLMs4OL?



Page 104

● Within the SCINEXT research group, we also do basic science research. Our work for 

LLMs4OL falls under this umbrella.

● Motivation for the work

○ There are various posts in popular media claiming

■ LLMs are unfit for Science
● Are large language models right for scientific research?

■ LLMs are unfit for Math

● https://bdtechtalks.com/2023/03/06/chatgpt-llm-mathematics/

■ LLMs cannot really reason

● https://languagelog.ldc.upenn.edu/nll/?p=60081

Why LLMs4OL?

https://www.cas.org/resources/cas-insights/emerging-science/are-large-language-models-right-scientific-research
https://bdtechtalks.com/2023/03/06/chatgpt-llm-mathematics/
https://languagelog.ldc.upenn.edu/nll/?p=60081
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● Within the SCINEXT research group, we also do basic science research. Our work for 

LLMs4OL falls under this umbrella.

● Motivation for the work

○ There are various posts in popular media claiming

■ LLMs are unfit for Science
● Are large language models right for scientific research?

■ LLMs are unfit for Math

● https://bdtechtalks.com/2023/03/06/chatgpt-llm-mathematics/

■ LLMs cannot really reason

● https://languagelog.ldc.upenn.edu/nll/?p=60081

Why LLMs4OL?

1. Select one aspect

https://www.cas.org/resources/cas-insights/emerging-science/are-large-language-models-right-scientific-research
https://bdtechtalks.com/2023/03/06/chatgpt-llm-mathematics/
https://languagelog.ldc.upenn.edu/nll/?p=60081
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● Within the SCINEXT research group, we also do basic science research. Our work for 

LLMs4OL falls under this umbrella.

● Motivation for the work

○ There are various posts in popular media claiming

■ LLMs are unfit for Science
● Are large language models right for scientific research?

■ LLMs are unfit for Math

● https://bdtechtalks.com/2023/03/06/chatgpt-llm-mathematics/

■ LLMs cannot really reason

● https://languagelog.ldc.upenn.edu/nll/?p=60081

Why LLMs4OL?

1. Select one aspect.

2. Empirically measure the fitness of LLMs 

for a task, specifically Ontology Learning 

(OL), that contributes to the greater 

objective of testing the fitness of LLMs for 

Science.

https://www.cas.org/resources/cas-insights/emerging-science/are-large-language-models-right-scientific-research
https://bdtechtalks.com/2023/03/06/chatgpt-llm-mathematics/
https://languagelog.ldc.upenn.edu/nll/?p=60081
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● Ontology learning (OL) is the process of automatically extracting and structuring 

knowledge from unstructured sources, like text or databases, to create a formal 

representation of concepts and their relationships.

○ Ontologies were created to structure information for computers, enhancing data 

processing, but they also benefit humans by organizing complex information.

What is Ontology Learning (OL)?
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● Ontology learning (OL) is the process of automatically extracting and structuring 

knowledge from unstructured sources, like text or databases, to create a formal 

representation of concepts and their relationships.

○ Ontologies were created to structure information for computers, enhancing data 

processing, but they also benefit humans by organizing complex information.

What is Ontology Learning (OL)?

type taxonomy

type semantic 

relations

structure unstructured knowledge

A conceptual view
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● We test the hypothesis:

○ Can LLMs effectively apply their language pattern capturing capability to OL, which involves 

automatically extracting and structuring knowledge from natural language text?

Why LLMs4OL?
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● We test the hypothesis:

○ Can LLMs effectively apply their language pattern capturing capability to OL, which involves 

automatically extracting and structuring knowledge from natural language text?

■ We comprehensively selected 8 diverse model families that were the state-of-the-art at the 

time of the research based on their architectural differences.

● The selected LLMs for validation were: BERT (encoder-only); BLOOM, MetaAI's 

LLaMA, OpenAI's GPT-3, GPT-3.5, GPT-4 (all decoder-only); and BART and Google's 

Flan-T5 (encoder-decoder).

Why LLMs4OL?
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LLMs4OL Paradigm

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Paradigm

The OL task is 

addressed on 

ontologies 

from 4 

domains of 

knowledge.

lexico-semantic

geographical

medicine

generic

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Paradigm

lexico-semantic

geographical

medicine

generic

The OL task is addressed in three systematic steps.

E.g., in the context of 

the lexico-semantic 

WordNet, if there is a 

word like “running,” the 

LLM is queried for its 

expected type i.e. “Verb”

The OL task is 

addressed on 

ontologies 

from 4 

domains of 

knowledge.

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Paradigm

lexico-semantic

geographical

medicine

generic

The OL task is addressed in three systematic steps.

E.g., in the context of 

the geographical 

ontology GeoNames, if 

there is a word like 

“Nile,” the LLM is 

queried for its expected 

type i.e. “River”

The OL task is 

addressed on 

ontologies 

from 4 

domains of 

knowledge.

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Paradigm

lexico-semantic

geographical

medicine

generic

The OL task is addressed in three systematic steps.

The OL task is 

addressed on 

ontologies 

from 4 

domains of 

knowledge.

our 

experimental 

dataset 

statistics

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Paradigm

The OL task is addressed in three systematic steps.

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Paradigm

The OL task is addressed in three systematic steps.

Taxonomic relations 

essentially define a 

hierarchy.

E.g.,

Sculptor is_a Artist

Painter is_a Artist

Cubist is_a Painter

Flemish is_a Painter

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Paradigm

The OL task is addressed in three systematic steps.

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Paradigm

The OL task is addressed in three systematic steps.

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Paradigm

The OL task is addressed in three systematic steps.

our experimental 

dataset statistics

for Tasks B and C

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Paradigm

The OL task is addressed in three systematic steps.

our experimental 

dataset statistics

for Tasks B and C

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Paradigm

The OL task is addressed in three systematic steps.

our experimental 

dataset statistics

for Tasks B and C

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Evaluation Results

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Evaluation Results

RQ1 addresses the performance of LLMs on Task A - Term Typing

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Evaluation Results

RQ1 addresses the performance of LLMs on Task A - Term Typing.
● The performance from LLMs is inversely proportional to the increase in domain expertise entailed by the ontologies

○ WordNet (91.7%) < GeoNames (43.1%) < UMLS (NCI, SnomedCT, MEDCIN at 16.1%, 37.7%, 29.8%)

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Evaluation Results

RQ2 addresses the performance of LLMs on Task B - Taxonomy discovery between types.

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Evaluation Results

RQ2 addresses the performance of LLMs on Task B - Taxonomy discovery between types.
● As seen across the three selected rows and the highest scores highlighted in purple, on average, the performance of LLMs 

to address Task B is higher than their performance in Task A. This shows LLMs are more effective at inferring “is-a” 

relations between types.

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Evaluation Results

RQ3 addresses the performance of LLMs on Task C - Non-taxonomic relation discovery between types.

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL Evaluation Results

RQ3 addresses the performance of LLMs on Task C - Non-taxonomic relation discovery between types.
● An open-sourced model FLAN-T5-XL showed a promising performance of 49.5% on inferring semantic relations.

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.



Page 130

LLMs4OL Evaluation Results

As a takeaway message, investigating the state of LLMs for Science w.r.t OL, we found that Bigger was Better! 

● Given the current state of LLMs, for tasks entailing a high degree of expertise such a the Ontology learning 

scientific task, the more the parameters in the LLMs, in turn implying the more knowledge connections held 

by the LLM, the better they are suited to the task.

Reference
Babaei Giglou, H. et al. (2023, October). LLMs4OL: Large Language Models for Ontology Learning. In International Semantic Web Conference (pp. 408-427).

Cham: Springer Nature Switzerland.
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LLMs4OL: Large Language Models for Ontology Learning

ISWC 2023 - Research Track

131

https://github.com/HamedBabaei/LLMs4OL

https://github.com/HamedBabaei/LLMs4OL
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● A walkthrough of various applications of LLMs for Science:

○ Research Assistant

○ An LLM-powered Virology Dashboard 

○ Empirical Evaluation of Various LLMs for Science w.r.t. the Ontology

Learning (OL) task

○ Empirical Evaluation of Various LLMs for Science w.r.t. the Ontology Matching 

(OM) task

○ LLMs for evaluating Scientific Synthesis
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Plan for the Talk
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Babaei Giglou, H. (2024). Ontology  Matching. Open Research Knowledge Graph, ORKG: https://orkg.org/comparison/R661569

Ontology Matching

● Ontology Matching (OM) is a central task in semantic web technologies that aims in finding 

correspondence between the concepts/classes of two ontologies

● OM is a well-explored research area with diverse methods from traditional techniques to 

transformer-based methods.

○ Traditional Word Embeddings: GloVe

○ BERT Variants: BERT, RoBERTa, Sentence-BERT, Bio-ClinicalBERT

○ LLM: ByT5, Flan-T5, GPT-3.5, LLaMA-2

● The rapid development of LLMs calls for an in-depth exploration of their potential in OM.
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How to model OM using LLMs?

1. Naive approach by querying all source and target ontology to LLM and expect matching.

2. Make all the possible pairs of matching and query LLM for a given pair.

Reference
Giglou, H. B., D'Souza, J., & Auer, S. (2024). LLMs4OM: Matching Ontologies with Large Language Models. arXiv preprint arXiv:2404.10317.
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How to model OM using LLMs?

1. Naive approach by querying all source and target ontology to LLM and expect matching.

● Exceeding LLMs input limits for large ontologies.

● Increases likelihood of erroneous or ”hallucinated” responses due to the volume of information 

provided.

● Challenge of getting matching scores due to the mixed outputs.

2. Make all the possible pairs of matching and query LLM for a given pair.

● Quadratic time complexity O(n2)

○ e.g.: Source Ontology (2k), Target Ontology (3k) → 6M comparison

● It is ideal solution but highly expensive.

Reference
Giglou, H. B., D'Souza, J., & Auer, S. (2024). LLMs4OM: Matching Ontologies with Large Language Models. arXiv preprint arXiv:2404.10317.
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Retrieval Augmented Generation Framework

● RAG – framework for retrieving facts from an external knowledge base for LLMs better 

generation process.

● Here in OM:

○ Query (Q) is source ontology concepts.

○ Knowledge Base (KB) is target ontology concepts.

○ Retriever Model finds similar concepts from target ontology.

○ LLM to finds out which retrieved concept from target ontology is match to the query (which 

is a concept from source ontology).

Reference
Giglou, H. B., D'Souza, J., & Auer, S. (2024). LLMs4OM: Matching Ontologies with Large Language Models. arXiv preprint arXiv:2404.10317.
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LLMs4OM Framework

Advantages:

- Reducing time complexity to O(kn)

○ Source Ontology (2k), Target Ontology (3k) → 10K comparison

▪ 600 times faster

- LLM-generated confidence score

LLMs4OM is a dual-module strategy using Retrieval Model and LLM.

Components:

- Concept Representation

- Retriever Model

- LLM

- Post-processing
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What impact do the ontology representations have on improving matching efficacy? 

1.   Concept (C) – a fundamental representation.
2. Concept-Parent (CP) – extending beyond individual concept and including hierarchical relationship.
3.   Concept-Children (CC) – complementing the concept-parent representation.

LLMs4OM: Concept Representation Module

ENVO-SWEET C CP CC

http://purl.obolibrary.org/obo/ENVO_00000109 woodland area woodland area

vegetated area

woodland area

forested area

http://sweetontology.net/matrPlant/Scrub Scrub Scrub

Vegetation

Scrub

Scrub: A general term for vegetation

dominated by shrubs, i.e. low, woody plants,

which typically forms an intermediate

community between grass or heath and high

forest.

Reference
Giglou, H. B., D'Souza, J., & Auer, S. (2024). LLMs4OM: Matching Ontologies with Large Language Models. arXiv preprint arXiv:2404.10317.

http://purl.obolibrary.org/obo/ENVO_00000109
http://sweetontology.net/matrPlant/Scrub
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Which Retriever Model?

Which LLM? 

LLMs4OM: Retriever Model & LLM Modules

Reference
Giglou, H. B., D'Souza, J., & Auer, S. (2024). LLMs4OM: Matching Ontologies with Large Language Models. arXiv preprint arXiv:2404.10317.
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Which Retriever Model?

● 4 Retriever Models:

- TFIDF

- SPECTER2 – a scientific specific variant of BERT

- Sentence-BERT

- OpenAI ada-text-embedding

Which LLM? 

● 8 LLMs: 

- Falcon (7B)

- LLaMA-2 (7B)

- MPT (7B)

- GPT-3.5 (174B)

- Mistral (7B)

- Vicuna (7B)

- Mamba (3B)

- BioMistral (7B) – for biomedical domain only.

Prompt based classification by calculating

generation probabilities for ”yes” and ”no” classes

using label words such as yes/true/right for the

”yes” class and no/false/wrong for the ”no” class.

LLMs4OM: Retriever Model & LLM Modules

Reference
Giglou, H. B., D'Souza, J., & Auer, S. (2024). LLMs4OM: Matching Ontologies with Large Language Models. arXiv preprint arXiv:2404.10317.
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Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

{source_concept}

### Second concept:

{target_concept}

### Answer:

——————————————————————————————————————————————————————

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

{source_concept}

Parents: {source_concept_parents}

### Second concept:

{target_concept}

Parents: {target_concept_parents}

### Answer:

——————————————————————————————————————————————————————

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

{source_concept}

Children: {source_concept_children}

### Second concept:

{target_concept}

Children: {target_concept_children}

### Answer:

LLMs4OM: LLM Prompt Templates 

Concept (C)

Concept-Parent (CP)

Concept-Children (CC)
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LLMs4OM: LLM Prompt Templates  - Negative Example

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

cardiovascular system

### Second concept:

Vascular Endothelium

### Answer:

——————————————————————————————————————————————————————

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

cardiovascular system

Parents: organ system

### Second concept:

Vascular Endothelium

Parents: Endothelium, Blood Vessel Tissue

### Answer:

——————————————————————————————————————————————————————

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

cardiovascular system

Children: vascular system

### Second concept:

Vascular Endothelium

Children: Arterial System Endothelium, Venule Endothelium, Lymphatic Vessel Endothelium

### Answer:

Concept (C)

Concept-Parent (CP)

Concept-Children (CC)
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LLMs4OM: LLM Prompt Templates  - Negative Example

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

cardiovascular system

### Second concept:

Vascular Endothelium

### Answer:

——————————————————————————————————————————————————————

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

cardiovascular system

Parents: organ system

### Second concept:

Vascular Endothelium

Parents: Endothelium, Blood Vessel Tissue

### Answer:

——————————————————————————————————————————————————————

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

cardiovascular system

Children: vascular system

### Second concept:

Vascular Endothelium

Children: Arterial System Endothelium, Venule Endothelium, Lymphatic Vessel Endothelium

### Answer:

Concept (C)

Concept-Parent (CP)

Concept-Children (CC)
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LLMs4OM: LLM Prompt Templates  - Negative Example

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

cardiovascular system

### Second concept:

Vascular Endothelium

### Answer:

——————————————————————————————————————————————————————

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

cardiovascular system

Parents: organ system

### Second concept:

Vascular Endothelium

Parents: Endothelium, Blood Vessel Tissue

### Answer:

——————————————————————————————————————————————————————

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

cardiovascular system

Children: vascular system

### Second concept:

Vascular Endothelium

Children: Arterial System Endothelium, Venule Endothelium, Lymphatic Vessel Endothelium

### Answer:

Concept (C)

Concept-Parent (CP)

Concept-Children (CC)
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LLMs4OM: LLM Prompt Templates  - Positive Example

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

dilatation

### Second concept:

aneurysm

### Answer:

——————————————————————————————————————————————————————

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

dilatation

Parents: abnormal vascular morphology

### Second concept:

aneurysm

Parents: abnormal cardiovascular system morphology

### Answer:

——————————————————————————————————————————————————————

Classify if two concepts refer to the same real world entity or not (answer only yes or no).

### First concept:

dilatation

Children: dilatation of an abdominal artery, aortic aneurysm, dilatation of the ventricular cavity

### Second concept:

aneurysm

Children: intestinal microaneurysm, gastric microaneurysm, aortic aneurysm

### Answer:

Concept (C)

Concept-Parent (CP)

Concept-Children (CC)
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Evaluation Datasets – OAEI Tracks & Tasks

6 domains of knowledge or track defined in OAEI and 20 
total paired ontologies for evaluation of the OM task.

Ontology Alignment Evaluation Initiative (OAEI) 

https://oaei.ontologymatching.org/

https://oaei.ontologymatching.org/
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Evaluation Datasets – OAEI Tracks & Tasks

6 domains of knowledge or track defined in OAEI and 20 
total paired ontologies for evaluation of the OM task.

1 ontology pair in the Anatomy domain

Ontology Alignment Evaluation Initiative (OAEI) 

https://oaei.ontologymatching.org/

https://oaei.ontologymatching.org/
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Evaluation Datasets – OAEI Tracks & Tasks

6 domains of knowledge or track defined in OAEI and 20 
total paired ontologies for evaluation of the OM task.

8 ontology pairs in Biodiversity

Ontology Alignment Evaluation Initiative (OAEI) 

https://oaei.ontologymatching.org/

https://oaei.ontologymatching.org/
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Evaluation Datasets – OAEI Tracks & Tasks

6 domains of knowledge or track defined in OAEI and 20 
total paired ontologies for evaluation of the OM task.

2 ontology pairs in the Phenotype 

research domain

Ontology Alignment Evaluation Initiative (OAEI) 

https://oaei.ontologymatching.org/

https://oaei.ontologymatching.org/
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Evaluation Datasets – OAEI Tracks & Tasks

6 domains of knowledge or track defined in OAEI and 20 
total paired ontologies for evaluation of the OM task.

2 ontology pairs, i.e. nell-dbpedia and 

yago-wikidata, with commonsense 

knowledge graphs

Ontology Alignment Evaluation Initiative (OAEI) 

https://oaei.ontologymatching.org/

https://oaei.ontologymatching.org/


Page 154

Evaluation Datasets – OAEI Tracks & Tasks

6 domains of knowledge or track defined in OAEI and 20 
total paired ontologies for evaluation of the OM task.

5 ontology pairs in biomedicine and 

machine learning research

Ontology Alignment Evaluation Initiative (OAEI) 

https://oaei.ontologymatching.org/

https://oaei.ontologymatching.org/
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Evaluation Datasets – OAEI Tracks & Tasks

6 domains of knowledge or track defined in OAEI and 20 
total paired ontologies for evaluation of the OM task.

2 ontology pairs in material science

Ontology Alignment Evaluation Initiative (OAEI) 

https://oaei.ontologymatching.org/

https://oaei.ontologymatching.org/
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● What impact do the three concept representations, respectively have on improving matching efficacy?

○ Concept (C) superiority!

○ Bio-ML track tasks are more sensitive to the concept representation.

Results - Retriever Models (Recall Analysis)



Page 157

● Which retriever performs best per task?

○ For most of the tasks Sentence-BERT (MSE and Phenotype) and OpenAI ada-text-embedding works 

the best.

○ Challenging task: MI-MatOnto task, sentence-BERT achieves a 49% recall

Results - Retriever Models (Recall Analysis)
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● How does recall vary in the retrieval module across our different retrieval techniques employed?

○ Averaged Recalls: 82.09% (k=5),  84.66% (k=10), 86.82% (k=20)

○ OpenAI ada-text-embedding 90.88% > Sentence-BERT 86.09% > SPECTER2 82.10% > TFIDF 75.15%

Results - Retriever Models (Recall Analysis)
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● What impact do the three concept representations, respectively have on improving matching efficacy?

Results - LLMs4OM Framework (summary of best performers)
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● What impact do the three concept representations, respectively have on improving matching efficacy?

○ Concept (C) representation excels in 6 tasks. While, Concept-Parent (CP) outperforms in 9 tasks. 

Results - LLMs4OM Framework (summary of best performers)
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● What impact do the three concept representations, respectively have on improving matching efficacy?

○ Concept (C) representation excels in 6 tasks. While, Concept-Parent (CP) outperforms in 9 tasks. 

○ So, the inclusion of information from taxonomy is valuable for LLMs in enhancing their understanding of 

concepts.

Results - LLMs4OM Framework (summary of best performers)
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● Which LLM performs best per track?

Results - LLMs4OM Framework (summary of best performers)
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● Which LLM performs best per track?

○ Bests: GPT-3.5 > Mistral-7B > LLaMA-2-7B > MPT-7B

○ OpenAI ada-text-embedding performed better than BERT when combined with LLM.

Results - LLMs4OM Framework (summary of best performers)
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● Which LLM performs best per track?

○ Bests: GPT-3.5 > Mistral-7B > LLaMA-2-7B > MPT-7B

○ OpenAI ada-text-embedding performed better than BERT when combined with LLM.

○ LLMs4OM stood out in 9 tasks and performed the better performance w.r.t state-of-the-art.

Results - LLMs4OM Framework (summary of best performers)
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Low performance of LLMs4OM on the Bio-ML track

● Despite strong retriever performance in candidate retrieval, LLMs’ overall 

performance remains low in Bio-ML track..

Bio-ML Track Tasks BioMistral-7B GPT-3.5 +Ada

NCIT-ORDO 69.04 83.01

OMIM-ORDO 57.84 64.14

SNOMED-FMA 33.98 25.64

SNOMED-NCIT(neoplas) 46.24 49.47

SNOMED-NCIT(pharm) 62.00 68.02
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Knowledge that this work contributes toward future advancements

● The complementary integration of the Retrieval Augmented Generation (RAG) paradigm and Large Language Models 

(LLMs) to effectively support downstream tasks in semantic web.

● A well-structured Python-based framework to support all steps of dataset, representations,  and model integration for

OM.

Future Challenges:

● New LLMs are rapidly released, so experimental investigations need to be continuously updated.

● It is hard to know how much of the evaluation data is being used in training those LLMs.

Reference
Giglou, H. B., D'Souza, J., & Auer, S. (2024). LLMs4OM: Matching Ontologies with Large Language Models. arXiv preprint arXiv:2404.10317.
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Creative Commons Namensnennung 3.0 Deutschland 

http://creativecommons.org/licenses/by/3.0/de

Thank You!

https://github.com/HamedBabaei/LLMs4OM

https://github.com/HamedBabaei/LLMs4OM


● A walkthrough of various applications of LLMs for Science:

○ Research Assistant

○ An LLM-powered Virology Dashboard 

○ Empirical Evaluation of Various LLMs for Science w.r.t. the Ontology

Learning (OL) task

○ Empirical Evaluation of Various LLMs for Science w.r.t. the Ontology 

Matching (OM) task

○ LLMs for evaluating Scientific Synthesis

168
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● LLMs offer substantial benefits in streamlining machine learning model development, particularly in 

evaluation processes. 

● They reduce the dependency on human-generated ground truth data and the necessity for human 

evaluators in two key ways: 

● by facilitating the generation of synthetic ground truth data and 

● by serving as evaluators for model predictions themselves. 

● This approach not only speeds up the evaluation process but also broadens the scope of evaluation criteria 

to include factors such as diversity and coverage, enhancing the efficiency and comprehensiveness of 

model assessments.

LLMs as Evaluators for Scientific Synthesis: Background

Reference
• Bai, Y., Ying, J., Cao, Y., Lv, X., He, Y., Wang, X., ... & Hou, L. (2024). Benchmarking foundation models with language-model-as-an-examiner. Advances in Neural Information 

Processing Systems, 36.
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● Our work investigated the use of LLMs as evaluators to streamline the evaluation process, moving 

away from traditional reliance on human evaluators and human-generated ground truth data. 

● It specifically examined the effectiveness of LLMs in synthesizing scientific abstracts seen generally as a 

multi-document summarization task. 

● Let’s visit an example synthesis task on ORKG Ask https://ask.orkg.org/

● The main focus of the research was to assess how two state-of-the-art LLMs—the proprietary GPT-4 Turbo 

and the open-source Mistral-7B—perform in evaluating scientific syntheses. 

● Leveraging LLMs meant better versatility in evaluation considerations, which meant that the evaluations tested varied 

dimensions of syntheses quality, viz. comprehensiveness, trustworthiness, and utility.

LLMs as Evaluators for Scientific Synthesis: Contributions

References
• Evans, J., D'Souza, J., & Auer, S. (2024). Large Language Models as Evaluators for Scientific Synthesis. arXiv preprint arXiv:2407.02977. | Forthcoming at KONVENS 2024.

• Achiam, J., Adler, S., Agarwal, S., Ahmad, L., Akkaya, I., Aleman, F. L., ... & McGrew, B. (2023). Gpt-4 technical report. arXiv preprint arXiv:2303.08774.

• Jiang, A. Q., Sablayrolles, A., Mensch, A., Bamford, C., Chaplot, D. S., Casas, D. D. L., ... & Sayed, W. E. (2023). Mistral 7B. arXiv preprint arXiv:2310.06825.

https://ask.orkg.org/
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● Several recent works have compared LLMs’ text evaluations to human evaluations on multiple 

tasks, and report that LLMs produce results similar to human judgements 

● One work finds only minor variations in results depending on task instructions and hyperparameters, 

whereas they find a high degree of variation in performance of different LLMs and the quality characteristics 

being assessed (Chiang and Lee, 2023b). 

● In evaluating the quality of story fragments by grammaticality, cohesiveness, likability, and relevance, they find only a 

weak correlation between humans and LLMs on grammaticality, but a moderate correlation on relevance.

● Another work found ChatGPT’s performance sensitive to prompt instructions (Wang et al., 2023). They also 

showed that ChatGPT evaluations correlate especially well with human evaluations for creative tasks like 

story generation (Wang et al., 2023).

● Another work demonstrated that requiring LLMs to provide a justification for their ratings “significantly 

improved the correlation between the LLMs’ ratings and human ratings” (Chiang and Lee, 2023a).

LLMs as Evaluators: Related Work

References
• Cheng-Han Chiang and Hung-yi Lee. 2023b. Can Large Language Models Be an Alternative to Human Evaluations? In Proceedings of the 61st ACL (Volume 1: Long Papers), 

pages 15607–15631, Toronto, Canada.

• Jiaan Wang, Yunlong Liang, Fandong Meng, Zengkui Sun, Haoxiang Shi, Zhixu Li, Jinan Xu, Jianfeng Qu, and Jie Zhou. 2023. Is ChatGPT a Good NLG Evaluator? A Preliminary 

Study. In Proceedings of the 4th New Frontiers in Summarization Workshop, pages 1–11, Singapore. Association for Computational Linguistics.

• Cheng-Han Chiang and Hung-yi Lee. 2023a. A Closer Look into Using Large Language Models for Automatic Evaluation. In Findings of EMNLP 2023, pages 8928–8942.
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● Several recent works have compared LLMs’ text evaluations to human evaluations on multiple 

tasks, and report that LLMs produce results similar to human judgements 

● Closer to our work, only one work has investigated the task of text summarization evaluation. 

● They evaluated single-document news article summaries on the aspects of coherence, consistency, 

fluency, and relevance; their results exceed the correlation with human judgements of most automatic 

approaches, including ROUGE.

LLMs as Evaluators: Related Work

References
• Yang Liu, Dan Iter, Yichong Xu, Shuohang Wang, Ruochen Xu, and Chenguang Zhu. 2023. G-Eval: NLG Evaluation using Gpt-4 with Better Human Alignment. In Proceedings of 

the 2023 Conference on Empirical Methods in Natural Language Processing, pages 2511–2522, Singapore. Association for Computational Linguistics.
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● The accurate evaluation of scientific syntheses is a critical task in research, ensuring the integrity 

and reliability of the synthesized information. 

● While recent advancements have demonstrated the efficacy of LLMs in generating such syntheses (Pride et 

al., 2023), also known as the CORE-GPT work, their potential in evaluating them remains relatively 

unexplored. 

● Motivated by the success of LLMs in other text evaluation tasks, our work seeks to investigate the 

suitability of LLMs for the task of assessing the quality of scientific syntheses.

LLMs as Evaluators for Scientific Synthesis: Motivation

References
• Evans, J., D'Souza, J., & Auer, S. (2024). Large Language Models as Evaluators for Scientific Synthesis. arXiv preprint arXiv:2407.02977. | Forthcoming at KONVENS 2024.

• David Pride, Matteo Cancellieri, and Petr Knoth. 2023. CORE-GPT: Combining Open Access Research and Large Language Models for Credible, Trustworthy Question 

Answering. In Linking Theory and Practice of Digital Libraries, pages 146–159. Springer Nature Switzerland.
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● Dataset of Scientific Syntheses: CORE-GPT dataset

● This dataset comprises 100 research questions spanning 20 diverse domains, each accompanied by the 

titles and abstracts of five related works and an answer to the research question generated by GPT-4 by 

synthesizing the provided abstracts. 

● Additionally, human ratings from two annotators, on a scale of 0 to 10, are available on the quality of each 

synthesis in three dimensions, viz. comprehensive, trust, and utility.

● Two LLM Evaluators: GPT-4 Turbo and Mistral 7B

● Evaluation Prompt: It contains two lines of task instruction, explanation of the quality aspects (as defined for 

the CORE-GPT dataset annotators) and the rating  scale, response format instructions, and finally the 

answer to be evaluated with its question and abstracts. The response is requested in JSON format, with a 

numeric rating between 0 and 10 for each aspect as well as a rationale for each rating.

LLMs as Evaluators for Scientific Synthesis: Task Setup

References
• Evans, J., D'Souza, J., & Auer, S. (2024). Large Language Models as Evaluators for Scientific Synthesis. arXiv preprint arXiv:2407.02977. | Forthcoming at KONVENS 2024.

• David Pride, Matteo Cancellieri, and Petr Knoth. 2023. CORE-GPT: Combining Open Access Research and Large Language Models for Credible, Trustworthy Question 

Answering. In Linking Theory and Practice of Digital Libraries, pages 146–159. Springer Nature Switzerland.
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● Evaluation Prompt

LLMs as Evaluators for Scientific Synthesis: Task Setup

References
• Evans, J., D'Souza, J., & Auer, S. (2024). Large Language Models as Evaluators for Scientific Synthesis. arXiv preprint arXiv:2407.02977. | Forthcoming at KONVENS 2024
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LLMs as Evaluators for Scientific Synthesis: Evaluation Output

References
• Evans, J., D'Souza, J., & Auer, S. (2024). Large Language Models as Evaluators for Scientific Synthesis. arXiv preprint arXiv:2407.02977. | Forthcoming at KONVENS 2024
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● An overview of LLM performance was obtained by reviewing one synthesis from each domain evaluated by both 

GPT-4 and Mistral. Qualitatively, both models demonstrated credible and logically consistent ratings and 

rationales. GPT-4 provided more detailed rationales compared to Mistral, with slightly lower ratings overall.

● Correlation

LLMs as Evaluators for Scientific Synthesis: Discussion

References
• Evans, J., D'Souza, J., & Auer, S. (2024). Large Language Models as Evaluators for Scientific Synthesis. arXiv preprint arXiv:2407.02977. | Forthcoming at KONVENS 2024.

• David Pride, Matteo Cancellieri, and Petr Knoth. 2023. CORE-GPT: Combining Open Access Research and Large Language Models for Credible, Trustworthy Question 

Answering. In Linking Theory and Practice of Digital Libraries, pages 146–159. Springer Nature Switzerland.
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● An overview of LLM performance was obtained by reviewing one synthesis from each domain evaluated by both 

GPT-4 and Mistral. Qualitatively, both models demonstrated credible and logically consistent ratings and 

rationales. GPT-4 provided more detailed rationales compared to Mistral, with slightly lower ratings overall.

● Correlation

LLMs as Evaluators for Scientific Synthesis: Discussion

References
• Evans, J., D'Souza, J., & Auer, S. (2024). Large Language Models as Evaluators for Scientific Synthesis. arXiv preprint arXiv:2407.02977. | Forthcoming at KONVENS 2024.

• David Pride, Matteo Cancellieri, and Petr Knoth. 2023. CORE-GPT: Combining Open Access Research and Large Language Models for Credible, Trustworthy Question 

Answering. In Linking Theory and Practice of Digital Libraries, pages 146–159. Springer Nature Switzerland.

Human annotators exhibited

a strong positive correlation (0.710)
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● An overview of LLM performance was obtained by reviewing one synthesis from each domain evaluated by both 

GPT-4 and Mistral. Qualitatively, both models demonstrated credible and logically consistent ratings and 

rationales. GPT-4 provided more detailed rationales compared to Mistral, with slightly lower ratings overall.

● Correlation

LLMs as Evaluators for Scientific Synthesis: Discussion

References
• Evans, J., D'Souza, J., & Auer, S. (2024). Large Language Models as Evaluators for Scientific Synthesis. arXiv preprint arXiv:2407.02977. | Forthcoming at KONVENS 2024

as did GPT-4 Turbo and Mistral (0.786)
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● An overview of LLM performance was obtained by reviewing one synthesis from each domain evaluated by both 

GPT-4 and Mistral. Qualitatively, both models demonstrated credible and logically consistent ratings and 

rationales. GPT-4 provided more detailed rationales compared to Mistral, with slightly lower ratings overall.

● Correlation

LLMs as Evaluators for Scientific Synthesis: Discussion

References
• Evans, J., D'Souza, J., & Auer, S. (2024). Large Language Models as Evaluators for Scientific Synthesis. arXiv preprint arXiv:2407.02977. | Forthcoming at KONVENS 2024

• Correlations between annotators and LLMs were weak or 

very weak, with p-values indicating insufficient evidence for

genuine association.

• These findings suggest LLMs cannot directly replicate human 

performance in evaluating scientific syntheses.
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● Both LLMs generally produce credible and logically consistent ratings and rationales, but GPT-4 appears more 

conservative in its ratings and provides more detail and specific recommendations in its rationales. GPT-4 also 

displays greater sensitivity to the presence or absence of citations compared to Mistral. 

● However, both LLMs’ rationales occasionally contained inaccuracies or flaws, raising concerns about the 

credibility of their scores.

● Moreover, the extent to which the responses are evaluated as syntheses and not simply as answers, without 

reliance on general knowledge, remains unclear, particularly in the case of Mistral.

LLMs as Evaluators for Scientific Synthesis: Conclusion

References
• Evans, J., D'Souza, J., & Auer, S. (2024). Large Language Models as Evaluators for Scientific Synthesis. arXiv preprint arXiv:2407.02977. | Forthcoming at KONVENS 2024



● Reflections on some of our research:

○ A FAIR and Free Prompt-based Research Assistant | Demo paper at NLDB 2024, preprint

○ Large Language Models for Scientific Information Extraction: An Empirical Study for

Virology
■ AI-powered Virology Dashboard | In: EACL 2024 Findings – paper link

○ LLMs4OL: Large Language Models for Ontology Learning
■ Babaei Giglou, H., D’Souza, J., Auer, S. (2023). LLMs4OL: Large Language Models for

Ontology Learning. In: ISWC 2023. https://doi.org/10.1007/978-3-031-47240-4_22

○ LLMs4OM: Matching Ontologies with Large Language Models
■ In: ESWC 2024 Special Track on LLMs for KE | preprint

○ Large Language Models as Evaluators for Scientific Synthesis
■ In: KONVENS 2024 short paper | preprint

○ Survey on measures of quality of crowdsourced data in the Open Research Knowledge 

Graph (ORKG) for six different domains
■ Quality Assessment of Research Comparisons in the Open Research Knowledge Graph: a 

Case Study | In: JLIS 2024

SCINEXT
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● Open Research Knowledge Graph
○ Work was done in part under the scientific idea of the ORKG of using structured 

models for salient aspects of scholarly communication.

● SCINEXT
○ Large Language Model research was made possible via the junior AI research 

group SCINEXT

■ Federal Ministry of Education and Research (BMBF) Grant

■ Föderkennzeichen: 01lS22070

○ More info https://scinext-project.github.io/
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