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Our goal today
1. How do we turn a LM into a ChatBot? Alignment 

2. What are the possible harms from Generative LLMs? A Typology 

 X



Typology of Harms



Generative Language Model Applications
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Generative 
Search

AI in Education Financial 
Assistants

AI for Law AI for 
Healthcare

…. many many 
more!



A lot of promise
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Risks of Harms of Generative Language Models
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Risks of Harms of Generative Language Models
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What we will not discuss

We will focus on technical solutions to tangible harms that LLMs pose 
in today’s society.

● We will not discuss or comment on notions of existential AI risk, and 
other related theories.

● We will not discuss policy related solutions for AI safety.

● We focus only on generative LMs, not other kinds of models like word 
embeddings, masked LMs etc. where risks of harms may also arise. 
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Definitions & Preliminaries
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What is a language model?
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Language Model (Transformers)

EMNLP      2023      will      be      held      in

Singapore
Brussels
Thailand
Mexico



A Typical Language Model Development 
Pipeline
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Architecture & 
Pre-training

Downstream 
Applications

Dataset 
collection

Inference Adaptation
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Data Collection

● What: Raw text corpora used for pretraining language models.

● Who: Primarily controlled by large institutions responsible for 
training the models.
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Architecture & Pre-training

What: Tokenization, architectural choices, model size, training objective, 
optimization algorithm.
                       and then pretraining

Who: Primarily decided/controlled by large institutions responsible for 
training the models.
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Adaptation

What: Finetuning models for downstream tasks, such as question 
answering, summarization, translation, or in general following 
instructions. Optionally, followed by optimizing for human preferences.

Who: NLP practitioners and researchers broadly.
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Inference

What: Prompting strategies (e.g. few-shot, chain-of-thought, etc.), 
decoding algorithms (e.g. nucleus sampling, beam search).

Who: NLP practitioners and researchers broadly.
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Downstream Applications

What: User-facing products interfacing an LLM, e.g. chat assistants, 
writing assistants, search assistants, AI tutors, translation systems …

Who: Application developers, System Designers, NLP practitioners.
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Design choices in each step can incur downstream 
harms.

Mitigate risks of harms by intervening at different 
steps in the pipeline.

Amount of resources needed, degree of white-box access



The Different Types of Possible 
Harms Caused by LLMs
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● Toxicity, Stereotyping/Discrimination, and Exclusion
○ LLMs perform differently for different demographics and can reinforce stereotypes

● Factual Errors, Misinformation, and Disinformation
○ LLMs can make accidental factual errors and can also be used for deliberate 

manipulation

● Privacy Violations
○ LLMs may leak sensitive information in training data / inputs

(There are lots of ways to categorize harms, and other harms that are out of the scope of this 
tutorial  – this is just an overview for today’s mitigation methods!)

Possible Harms from LLMs
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Toxicity: Generated language that is offensive, threatening, violent, encourages or 
enables harmful action, or is otherwise harmful

● May be overtly toxic (e.g. hate speech) or subtle (e.g. microaggressions)

Toxicity, Discrimination, and Exclusion
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Toxicity: Generated language that is offensive, threatening, violent, encourages or 
enables harmful action, or is otherwise harmful

● May be overtly toxic (e.g. hate speech) or subtle (e.g. microaggressions)

Toxicity, Discrimination, and Exclusion
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GPT-3 is 87% likely 
to generate one toxic 
output in every 25 
generations.
RealToxicityPromots: 
Evaluating Neural Toxic 
Degeneration in Language 
Models (Gehman et.al, 2020)



Toxicity, Discrimination, and Exclusion
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Newer models like ChatGPT have more safeguards, but they are still 
susceptible to jailbreaking methods like prompt injection

Red teaming ChatGPT via Jailbreaking: Bias, Robustness, Reliability and Toxicity (Zhuo et al., Jan 2023)

Toxicity: Generated language that is offensive, threatening, violent, encourages or 
enables harmful action, or is otherwise harmful



Toxicity, Discrimination, and Exclusion

Stereotyping / Discrimination: Generated text that reinforces discriminatory 
stereotypes and perpetuates biases against disadvantaged groups

● Based on factors like gender, race, religion, sexuality, occupation
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GPT-2 generates text with 
more negative 
associations for Black, 
woman, and gay 
demographics on topics 
related to occupation
The Woman Worked as a Babysitter: On 
Biases in Language Generation (Sheng 
et.al, 2019)



Toxicity, Discrimination, and Exclusion

Stereotyping / Discrimination: Generated text that reinforces discriminatory 
stereotypes and perpetuates biases against disadvantaged groups

● Based on factors like gender, race, religion, sexuality, occupation
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StereoSet: Measuring stereotypical 
bias in pretrained language models 
(Nadeem et al., 2020)

BERT, RoBERTa, 
XLNet, and GPT2 
capture stereotypes 
about gender, 
profession, race, 
and religion.



Toxicity, Discrimination, and Exclusion

Stereotyping / Discrimination: Generated text that reinforces discriminatory 
stereotypes and perpetuates biases against disadvantaged groups

● Based on factors like gender, race, religion, sexuality, occupation
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Gendered Mental Health Stigma in 
Masked Language Models, Lin and 
Njoo et al. 2022

LLMs associate 
mental health much 
more with women 
while overlooking it 
with men.



Toxicity, Discrimination, and Exclusion

Stereotyping / Discrimination: Generated text that reinforces discriminatory 
stereotypes and perpetuates biases against disadvantaged groups

● Based on factors like gender, race, religion, sexuality
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Red teaming ChatGPT via Jailbreaking: Bias, 
Robustness, Reliability and Toxicity (Zhuo et 
al., Jan 2023)

Despite safeguards, ChatGPT 
perpetuates stereotypes in open-
ended generation (e.g. a code 
block to determine if someone is 
a doctor based on their race and 
gender)



Toxicity, Discrimination, and Exclusion

Exclusion: The disparate performance of models across language 
variations. 

● Models may fail to understand “non-standard” dialects and 
sociolects, which excludes their speakers
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Named Entity Recognition performs poorly for Black people’s names
Examining risks of racial biases in NLP tools for child protective services (Field et al., May 2023)



Toxicity, Discrimination, and Exclusion

Exclusion: The disparate performance of models across language variations. 

● Models may fail to understand “non-standard” dialects and sociolects, which 
excludes their speakers
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Some languages are much 
more represented in NLP 
research and model 
performance than others (e.g. 
[X] Dutch and [Y] Somali) 

The State and Fate of Linguistic Diversity 
and Inclusion in the NLP World (Joshi and 
Santy et al., 2021)



Toxicity, Discrimination, and Exclusion

Exclusion: The disparate performance of models across language variations. 

● Models may fail to understand “non-standard” dialects and sociolects, which 
excludes their speakers
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ChatGPT’s zero-shot translation on low resource languages (top) is 
much worse than on high resource language (bottom)

Red teaming ChatGPT via Jailbreaking: Bias, Robustness, Reliability and Toxicity (Zhuo et al., Jan 2023)



Factual Errors, Misinformation, and Disinformation

Understanding Factuality in Abstractive 
Summarization with FRANK: A Benchmark for 
Factuality Metrics (Pagnoni et.al, 2021)
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LLMs often generate fluent but untrue text

An example of a fluent 
summary with incorrect 
information generated by GPT3 



Factual Errors, Misinformation, and Disinformation
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LLMs often generate fluent but untrue text

● Misinformation: Getting facts wrong or making inaccurate 
statements

TruthfulQA: Measuring How Models Mimic Human Falsehoods (Lin et.al, 2021)



Factual Errors, Misinformation, and Disinformation
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LLMs often generate fluent but untrue text

● Misinformation: Getting facts wrong or making inaccurate 
statements

● Disinformation: Misinformation that is deliberate and done for 
purposes of manipulation

Propaganda generated by Grover is rated more plausible 
than the original human-written propaganda

Defending Against Neural Fake News (Zellers et.al, 2020)



Factual Errors, Misinformation, and Disinformation
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Powerful LLMs like GPT models / Llama models produce more complex 
factual issues (e.g. invented concepts, unverifiable content, wrong 
temporal relations)

Generating wrong entities and attributes

Hallucinating entire content

Generating incorrect relations and dependencies

Generating ungrounded entities



Factual Errors, Misinformation, and Disinformation
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ChatGPT has been shown to generate 
high-quality fake news articles

Harnessing the Power of ChatGPT in Fake News: An In-
Depth Exploration in Generation, Detection and 
Explanation (Huang and Sun 2023)



Factual Errors, Misinformation, and Disinformation
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And as these models gain popularity and prevalence in society, those 
factual issues are occurring in real world scenarios



Privacy Violations

Private details in 
the training data 
like names and 
contact 
information can 
be extracted from 
large neural 
models.
Extracting Training Data 
from Large Language 
Models (Carlini et.al, 2021)
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Leaking personally identifiable information (PII) from training data or inputs



Privacy Violations

Private information may be spread across many pieces of text and can 
include personal life events like divorce

What Does it Mean for a Language Model to Preserve Privacy? (Brown et al. 2022)
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Leaking personally identifiable information (PII) from training data or inputs



Privacy Violations

ChatGPT is prone to copying PII from the input. Prompting it to comply with 
privacy regulations can reduce privacy violations, but they still occur 

Are Chatbots Ready for Privacy-Sensitive Applications? An Investigation into Input Regurgitation and Prompt-
Induced Sanitization. (Priyanshu et al., 2022)
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Leaking personally identifiable information (PII) from training data or inputs



Privacy Violations

Trust No Bot: Discovering Personal Disclosures in Human-LLM Conversations 
in the Wild. (Mireshghallah et al., 2024)
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Leaking personally identifiable information (PII) when chatting with LLMs



Intersectionality

● Harms can combine intersectionally 
● Intersectionality is the idea that 

different dimensions of a person’s 
identity interact to create unique kinds 
of marginalization
○ E.g. Priyanshu et al., 2022 showed that 

privacy issues are non-uniform for 
different genders

○ E.g. Lin et al. 2022 showed that men are 
the disadvantaged group when 
discussing mental health 

● Context matters! 
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https://arxiv.org/pdf/2305.15008.pdf
https://aclanthology.org/2022.emnlp-main.139/


Other harms that we’re not focusing on here

● Economic and environmental impacts of 
LMs
○ Carbon footprint of training huge models
○ Broadening wealth gaps between the rich 

and the poor (Artificial intelligence, 
services globalisation and income 
inequality (Cornelli et al. 2023)). 

● These require not just technical 
solutions, but also the development of 
regulatory practices and policies 

● This tutorial focuses on algorithmic 
solutions that are practical for 
individuals like us to use
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https://www.bis.org/publ/work1135.htm
https://www.bis.org/publ/work1135.htm
https://www.bis.org/publ/work1135.htm


● Toxicity, Stereotyping/Discrimination, and Exclusion
○ LLMs perform differently for different demographics and can reinforce stereotypes

● Factual Errors, Misinformation, and Disinformation
○ LLMs can make accidental factual errors and can also be used for deliberate 

manipulation

● Privacy Violations
○ LLMs may leak sensitive information in training data / inputs

Recap: Types of possible harms from LLMs
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● Language models were designed to model a probability distribution 
of text. This design does not account for its use in society. 
○ They do not understand social norms, morals, or values
○ It’s unclear to what degree they can encode factual information accurately
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What causes these harms?



● Uncurated sources of training data
○ Reddit: 67% of Reddit users in the United States are men, and 64% between 

ages 18 and 29
○ Wikipedia: only 8.8–15% are women or girls
○ Web data contains conspiracy theories, misinformation, aggressive text

What causes these harms?

REALTOXICITYPROMPTS: Evaluating Neural Toxic Degeneration in Language Models (Gehman et.al, 2020)
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● Static training data
○ New data with changing social norms
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What causes these harms?



● Static training data
○ New data with changing social norms
○ New temporal knowledge 
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What causes these harms?
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Design choices in each step can incur downstream 
harms.

Mitigate risks of harms by intervening at different 
steps in the pipeline.

Amount of resources needed, degree of white-box access


