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Motivation

Bubeck et al. "Sparks of Artificial General Intelligence: Early experiments with GPT-4" arXiv preprint arXiv:2303.12712 (2023)
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Image generation beyond memorization



Motivation



Motivation

Image generation following detailed instructions (`a la Dall-E)

➔ interpretive, compositional, and spatial skills

1st scenario: 

A frog hops into a bank and asks the teller, ‘Do you have any 

free lily pads?’ 

The teller responds, ‘No, but we do offer low interest loans for 

pond upgrades.’ ”
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Motivation

Image generation following detailed instructions (`a la Dall-E)

➔ interpretive, compositional, and spatial skills

2nd scenario (3D model using Javascript): 

A fantasy landscape of floating islands, waterfalls, and bridges, 

with a dragon flying in the sky and a castle on the largest island.
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Combining GPT-4 and stable diffusion



Motivation

Coding
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Reasoning about Code Execution
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Bubeck et al. "Sparks of Artificial General Intelligence: Early experiments with GPT-4" arXiv preprint arXiv:2303.12712 (2023)



The Aims 

• Explore the capabilities of GPT-4 

• Compare GPT-4 with Chat GPT and other LLMs 

• Show that GPT-4 is intelligent and an early version of AGI



• "Our claim that GPT-4 represents progress towards AGI does not 
mean that it is perfect at what it does, or that it comes close to 
being able to do anything that a human can do (which is one of the 
usual definition of AGI), or that it has inner motivation and goals 
(another key aspect in some definitions of AGI). In fact, it is not 
fully clear how far GPT-4 can go along some of those axes of 
intelligence that we focus on, e.g., planning, and arguably it is 
entirely missing the learning from experience as the model is not 
continuously updating (although it can learn within a session).



• There is no generally agreed upon definition of intelligence, but 
one aspect that is broadly accepted is that intelligence is not 
limited to a specific domain or task, but rather encompasses a 
broad range of cognitive skills and abilities.

• GPT4 exhibits many traits of intelligence… demonstrates 
remarkable capabilities on a variety of domains and tasks, 
including abstraction, comprehension, vision, coding, 
mathematics, medicine, law, understanding of human motives 
and emotions, and more.

What is Intelligence? 



Model Understanding



Causal Reasoning and LLM

Kiciman et al. "Causal Reasoning and Large Language Models: Opening a New Frontier for Causality" arxiv 2022



Causal Reasoning and LLM

• What kinds of causal arguments can LLMs generate?

• How valid are these arguments?

• What causal reasoning workflows can this generation 

support or automate?



Causal Reasoning and LLM

Pairwise causal edge inference task: directly ask LLMs whether a variable causes another variable.

Mooij et al. "Distinguishing cause from effect using observational data: methods and benchmarks" JMLR 2016



Causal Reasoning and LLM



Causal Reasoning and LLM

Counterfactual Reasoning



Causal Reasoning and LLM



Causal Reasoning and LLM

Inferring necessary or sufficient cause



Causal Reasoning and LLM

Testing Dataset Memorization



Causal Reasoning and LLM



Let’s Hear Your Thoughts



Do LLMs Actually Understand?



Causal Parrots

Zečević et al. "Causal Parrots: Large Language Models May Talk Causality But Are Not Causal" TMLR 2023



Causal Parrots

Bareinboim et al. “On pearl’s hierarchy and the foundations of causal inference” Probabilistic and Causal Inference: The  Works of Judea Pearl

Formalizing “Correlations of Causal Facts”

• Causal hierarchy theorem (CHT): purely observational data collected from a system can not be used to 

uniquely determine causal statements, when no other causal assumptions are available (Bareinboim et al. 2023)

• No matter how much we scale our foundation models (in terms of data and parameters), we will never be able to 

perform causal inference

• Causal parrots argue that foundation models might be exploiting a “loop hole” in the CHT

• What happens if the causal assumptions (which are required, by the CHT, for causal inference) are represented 

in observational data itself?



Causal Parrots

• Insight 1: Let M be some SCM. Knowledge about the structural equations and the causal graph 

of M is knowledge about answering L2 and L3 queries in M respectively

• Insight 2: The ‘variables’ of SCMs are not restricted to ‘natural’ concepts, they can be ‘meta’ 

concepts involving causal facts, that is, knowledge about L2 and L3

• Meta SCM: Let M1 and M2 be two SCMs such that the observational distribution of M2 denoted 

L1(M2) can answer queries w.r.t. the interventional distributions of M1 denoted L2(M1), then M2 is 

called meta (w.r.t. M1)

• Correlation of Causal Facts (CCF): Let M1 be some SCM and M2 a respective meta SCM. 

Further let Q ⊂ L2(M1) and A ⊂ L1(M2) be causal queries with their respective answers and f 

denotes the LLM’s predictive model. Then we have: f(Q) = A ⇐⇒ f(Q) minimizes training error

• In all cases where LLM provides the right causal answer to a causal query, then it is only because 

(a) this fact was observed in the training data and (b) the correlation with the query is optimal from 

the perspective of the training objective.









Causal Parrots

• Evaluate 3 publicly accessible LLMs

• OpenAI’s GPT-3

• AlephAlpha’s Luminous

• Meta’s OPT



Causal Parrots



Causal Parrots

“Common Sense” Inference Tasks



Causal Parrots

Causal Discovery on Ground Truth

• Query the LLM with all possible 

combinations of edges between any 

2 variables

• 10 questions for Altitude, 100 for 

Cancer, 60 for Health, 30 for 

Driving, 100 for Earthquake and 30 

for Recovery



Causal Parrots

“Common Sense” Inference Tasks



Causal Parrots

Meta Answers

• GPT-4 gives meta-answers for the Earthquake data set

• Variables ‘John calls’ and ‘Mary calls’ refer to specific 

persons for which no further information is available

• Either no connection is predicted or a meta-answer (purple) 

is given for all queries involving ‘John’ or ‘Marry’



Causal Parrots

Sensitivity

• A possible interpretation is that a keyword such as ‘causality’ might be 

embedded further away from an alternate keyword (here for instance 

‘cause’) within the LLM’s latent space, thus answering correctly

• the results we present do not contradict prior literature but rather 

complement further understanding of LLM capabilities

• observing a high accuracy in the Tübingen cause-effect pairs data set





So, Are LLMs Causal?



Let’s Ask ChatGPT











Applications



Self-Consistent Causal Insights

• Leverage Double Machine Learning (DML) to associate users’ feedback on Microsoft Windows 

Feedback Hub with telemetry signals
• training causal models which are able to create unbiased estimates of causal effects
• far less prone to overfitting

• Necessity of domain knowledge for model design

• Large Language Models (LLMs) are used to generate a prior model

• could be used as a heuristic for measuring feedback informativeness

• In-Context Learning (ICL) to design a modified self-consistency framework to mitigate LLMs’ 

hallucination to extract reliable causal variables

• extract chains of events from feedback to provide engineers with a "causal summary" of reported bugs

Abdali et al. "Extracting Self-Consistent Causal Insights from Users Feedback with LLMs and In-context Learning" arxiv 2023



Self-Consistent Causal Insights

samples a diverse set of reasoning 

paths instead of only taking the 

greedy one, and then selects the 

most consistent answer by 

marginalizing out the sampled 

reasoning paths



Self-Consistent Causal Insights



Self-Consistent Causal Insights



Causal Language in Science Claims

Kim et al. "Can ChatGPT Understand Causal Language in Science Claims?" WASSA 2023

• Evaluate ChatGPT’s ability to understand causal language in science papers and news

• Testing its accuracy in a task of labeling the strength of a claim:

• Causal

• Conditional Causal

• Correlational

• No Relationship

• ChatGPT is still behind the existing fine-tuned BERT models by a large margin

• Difficulty understanding conditional causal claims

• Chain-of-thought prompting was faithful and helpful for improving prompt performance

• Finding the optimal prompt is difficult with inconsistent results



Commonsense 

Reasoning



ChatGPT: A Good Causal Reasoner?

Gao et al. "Is ChatGPT a Good Causal Reasoner? A Comprehensive Evaluation” EMNLP 2023



ChatGPT: A Good Causal Reasoner?

Used Datasets

• EventStoryLine v0.9 (ESC)

• 22 topics, 258 documents, 5,334 events and 1,770 causal event pairs

• Causal-TimeBank (CTB)

• 184 documents, 6,813 events and 318 causal event pairs

• COPA

• classic dataset for causal reasoning 

• 1,000 MCQs that primarily focus on everyday life scenarios

• e-CARE

• 21,324 multiple-choice questions covering a wide range of domains



ChatGPT: A Good Causal Reasoner?



ChatGPT: A Good Causal Reasoner?



Gao et al. "Is ChatGPT a Good Causal Reasoner? A Comprehensive Evaluation” EMNLP 2023

ChatGPT: A Good Causal Reasoner?



ROCK

Zhang et al. "ROCK: Causal Inference Principles for Reasoning about Commonsense Causality” ICML 2022

Commonsense Causality Reasoning

reasoning about cause-and-effect relationships between events in natural language descriptions



ROCK

• Precedence does not imply causation, which warns us post-hoc fallacies

• Causation implies precedence

• The events must be compared with those that are in pari materia or having balanced 

covariates

• CCR formulation in terms of temporality has several benefits

• the intrinsic temporality of causal principles characterizes its central role in CCR

• temporal signals bring about incidental supervision

• reasoning temporality has witnessed decent progress lately, making it more accessible 

than directly detecting causal signals



ROCK



ROCK

• Intervention generator generates a set of events that are considered as interventions of the event

• Achieved by masking these components individually and filling in the masks using an LM.



Fairness and Bias



Word Embeddings via Causal Inference

Ding et al. "Word Embeddings via Causal Inference: Gender Bias Reducing and Semantic Information Preserving” AAAI 2022

• Word embeddings trained on human-generated corpora have strong gender biases

• Previous work mainly on modeling bias and only implicitly consider semantic information

• Overlooks the complex underlying causal structure among bias and semantic components

• Model intervention techniques to determine causal effects in a causal model

• Apply the model intervention to proxy variables of the gender bias rather than the gender bias variables



Word Embeddings via Causal Inference



Word Embeddings via Causal Inference



Word Embeddings via Causal Inference



Causal View of Entity Bias in LLMs

Wang et al. "A Causal View of Entity Bias in (Large) Language Models” EMNLP 2023

Entity bias occurs when models overly rely on 

prediction shortcuts triggered by specific entities to 

make spurious predictions



Causal View of Entity Bias in LLMs

• For each entity presented in the input 

text, first find its top k nearest neighbors

• Then construct the smallest convex hull 

to cover the original entity and 

neighboring entities

• The entity specific biasing information, 

which has the potential to trigger 

spurious shortcuts, gradually diminishes 

from the original entity towards the 

border of the convex hull



Causal View of Entity Bias in LLMs

• For white-box models of which the 

parameters are accessible, we can 

effectively address their internal bias 

through training-time intervention

• Realize the causal intervention by 

perturbing the input entities or entity 

tokens using their neighboring 

counterparts in the embedding space



Causal View of Entity Bias in LLMs



LLMs for Causal Inference



DIStilled COunterfactual Data (DISCO)

Chen et al. "Distilling Counterfactuals with Large Language Models” ACL 2023

Central Idea: prompt a large language model to 

generate perturbations that can flip the current label to a 

new one



DIStilled COunterfactual Data (DISCO)

Chen et al. "Distilling Counterfactuals with Large Language Models” ACL 2023

Perturbation Generation Process



DIStilled COunterfactual Data (DISCO)

Chen et al. "Distilling Counterfactuals with Large Language Models” ACL 2023



Causal Inference via LLM Guided Discovery

Vashishtha et al. “Causal Inference using LLM-Guided Discovery” arxiv 2023



Causal Inference via LLM Guided Discovery

Vashishtha et al. “Causal Inference using LLM-Guided Discovery” arxiv 2023



LLMs for Advanced Causal Discovery

Ban et al. “From Query Tools to Causal Architects: Harnessing Large Language Models for Advanced Causal Discovery from Data” arxiv 2023

Here authors use LLM-driven statements as the ancestral constraint



LLMs for Advanced Causal Discovery

Identifying Causal Statements

help LLMs comprehend the meaning of variables

require the direct nature of the causality, as all indirect 

causality can be inferred from direct causality



Final Discussion:

Are LLMs Causal?



Thank you for 

staying with us 

throughout this 

course

Any suggestions/comments: d.s.dhami@tue.nl or adele.ribeiro@uni-marburg.de
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